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Neuroscientists explain part of the way recorded neural activity is generated by how neural circuits
perform computational computations. In accordance with the fact that the development of the tools
field is fully structured, we have empirical explanations to participate in influencing the immediate
identification of phenomena. I now discuss how those tools can be absolutely examined and the way
Artificial Neural Networks (ANNs) can test for them. The usage of ANNs as fashions for everything
from memory to motor management arose from a few compromises between artificial and organic
neural networks and the capacity of that network to learn how to solve hard excessive-dimensional
duties. This ability, mixed with the potential to absolutely look at and manage those guidelines, makes
it properly acceptable for the upkeep of structures and cognitive neuroscience tools. I offer a
roadmap to fully implement these rules and a list of parts that work to test ANNs. The use of ANNs to
study how these rules have a fruitful understanding of neural systems and the potential for rapid
advances in the understanding of the brain is what should be known here.
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INTRODUCTION
The level of neurophysiological and neuroimaging
experiments is increasing, with increasingly more brain
sections and neurons recorded for a spread of conditions and
responsibilities [1-5]. This boom is simply useful for
knowledge of how neural structures and activities are using
problematic conduct, but it comes with important demanding
situations. For instance, there was a rush to make all this
information brazenly to be had and without difficulty on hand
in standardized formats and even to provide a commonplace
infrastructure to paintings on it [6]. But the crucial question of
ways high quality to tell those datasets remains open.

The laws of neuroscience represent rather of a de facto
toolbox, with parts of the have a look at being used for plenty
extraordinary studies. Additionally, new methods aimed
toward directly extracting excessive-dimensional neural
records are being completely developed [7]. An crucial
question that isn't continually immediately asked: are these
methods helping us to make development toward a better
worried device? It's miles, in trendy, every other question
than whether or not those methods are technically sound it is
quite one of a kind whether or not those techniques yield
thrilling outcomes while applied to neural statistics. However,
the question is whether applying those legal guidelines of
systems neuroscience is robotically providing correct

British Journal of Research
ISSN: 2394-3718

Open Access Review Article

© Under License of Creative Commons Attribution 4.0 License
This article is available in: https://www.primescholars.com/british-journal-of-research.html

Volume 10 • Issue 01 • 001

Manuscript No:
PreQC No:
QC No:  
Manuscript No:
DOI:  

Received: 
Editorassigned: 
Reviewed:
Revised: 
Published:           

16-September-2022
19-September -2022
04-October-2022
30-December-2022
06-January-2023

IPBJR-22-14354
IPBJR-22-14354 (PQ)
IPBJR-22-14354
IPBJR-22-14354 (R); 
10.21767/2394-3718-10.1.01

Corresponding author: Maria Riasat, Department of Computer Science, University of Lahore, Lahore, Pakistan, Tel: 3209470906; E-
mail: mariariasat94@gmail.com

Citation: Riasat M (2023) Using Artificial Neural Networks to Test Systems Neuroscience Techniques. Br J Res. 10:01.

Copyright: © 2023 Riasat M. This is an open-access article distributed under the terms of the Creative Commons Attribution 
License, which permits unrestricted use, distribution and reproduction in any medium, provided the original author and source are 
credited

Abstract



perception of how complicated excessive dimensional neural 
structures produce exciting and adaptive behavior.

Although medical statistics are predicted to be demonstrated 
via repeated demonstration in their fact in lots of special 
experiments, scientific tools undergo much less rigorous 
checks in their usefulness. Having said that, booklet bias may 
also cause sure faulty conclusions to no longer be challenged. 
No longer understanding the total range of analyses that have 
been unsuccessfully carried out on a dataset can result in a 
skewed sense of ways beneficial certain analyses are. A 
greater defined studies program primarily based on unbiased 
documentation of the quantity to which diverse tools have 
yielded insights into the functioning of neural circuits need to 
advantage the field.

Here I believe that the construction of Artificial Neural 
Networks (ANNs) is a useful testing ground for neuroscience 
tools. Motivated by using the land of body structures and 
local neural networks, ANNs have the potential to perform 
complex and biologically relevant tasks. As mentioned in 
phase 3, there are appropriate motives to agree with that 
those are capable of elucidating higher know how of ANNs. 
However, it could be viable to do the identical on neural 
statistics. Not like actual neural circuits, ANNs are completely 
observable and open to speedy experimentation, making 
device testing and development for them a faster technique 
than processing neural facts. To make this point concrete, 
phase four info techniques for performing this checking out, 
together with unique check tools and the way to apply the 
consequence.

LITERATURE REVIEW

The Problem's Difficulty
The brain is a highly developed, nonlinear, hierarchical, 
recurrent dynamical system that generates activity that varies 
on a variety of temporal and spatial dimensions, giving birth 
to dynamic and adaptive organism level behaviours. This 
makes it incredibly challenging to comprehend. The formal 
proof of some features of this difficulty may be found in [8,9]. 
But to experience this difficulty first hand, one merely needs 
to make an effort to understand a collection of brain 
recordings made while performing a fascinating job.

Even though high dimensional nonlinear systems are 
challenging to comprehend, they are simple to find tales in. A 
particular neural data collection can be subjected to a broad 
variety of analysis techniques, each of which provides a 
unique understanding of how the underlying brain system 
functions [10,11]. We need to be certain that the narratives 
our technologies are pointing us toward are real and not just 
persuasive behaviours. Without well-tuned instruments, we 
run the danger of making mistakes that accumulate over time 
and waste years of research resources. There is cause for 
worry based on previous responses to the status of systems 
biology and neuroscience approaches [12,13].

It's crucial to note that while evaluating our tools, we cannot 
rely on informal metrics of progress. According to philosopher

are driven in part by the joy of comprehension. Unfortunately,
the pleasure of understanding is often indistinguishable from
the pleasure of misunderstanding. According to Craver and
Thompson, the impression of comprehension is at best an
inaccurate predictor of the quality and depth of an
explanation. This is partially due to the fact that our
preconceived conceptions and expectations might influence
the type of explanation we find gratifying and prevent us from
seeing more correct but unappealing solutions [14].

What is We Aiming for?
We need to have a general idea of the understanding we hope
to get and a means of evaluating it in order to identify what
are good strategies. Clearly, when neuroscientists conduct
their tests and use certain analytic techniques, they are
seeking for something. Rarely is the precise nature of that
something specified, but it typically refers to a skewed
narrative of how the system under study manipulates or
processes data. Some studies go so far as to provide cartoon
illustrations or their own charts to illustrate. Their study has
updated previous understanding of how brain systems
contribute to the development of intelligent behaviour. These
simple mechanistic descriptions avoid many features or
complexity of the data, but nevertheless give scientists the
tools to "think" about systems and make new predictions for
experiments.

If we can describe what neuroscientists are looking for, using
the set of abstract methods the brain system uses to achieve
its computational goals, it roughly matches Marr's definition
of the level of algorithmic knowledge [15,16]. Although not
algorithms in the strictest specialized sense, a satisfactory
algorithmic description of a neural data set should abstract
numerous features of exertion patterns to give a further terse
and logical description of the information metamorphoses
performed by neural circuits.

An explanation for this claim is provided by the work, which
states that ventral visual flow "unwinds" representation to
ensure invariant object identification. Gradually dividing the
image activity of the same object into smooth, distinct sets
can give us an idea of the role each section of the abdominal
flow plays in this way of understanding object identification.
This abdominal flow pattern is not a quantitative model, but
nonetheless confirms experimental predictions and improved
to incorporate new calculations the ventral stream does [17].

The subjectivity involved in establishing what constitutes
sufficient knowledge of an algorithmic level is not entirely
eliminated by defining this level as the general goal of many
experiments in systems neuroscience, although it imposes
some guiding limitations. With that goal in mind, you can ask
if our tool provides enough insight into this kind of thing.

Suitability of ANNs
The Artificial neural network consists of neuron-like nodes,
which are connected with each other. This is a large network
the scalability and the architecture of this network is usually
defined by the experimenter. An important attribute that is
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set by the experimenter is weight between units. These
weights are decided by using a learning algorithm. This
algorithm makes the network able to perform the desirable
tasks. Here one thing the reader should keep in mind is that it
is not necessary for the ANN that they should be an exact
copy of the biological neural network and our working on
these networks for testing is not affected while using these
designs as tools. But while the construction of the ANN
function the experimenter should not violate the
hypotheticals that are integrated into the tools. This means
that the dataset created by an ANN has the specified exact
parcels decided by the system used for analysis, that's there
isn't a former reason that we shouldn't be suitable to test the
utility of ANNs. This doesn't means that from the base
position the brain of beast and the ANNs works same way to
support the above statement let's imagine we have two
different animals that are performing some task. The nature
of the task and the movement of the body parts of the
animals are the same. To collect the data from this activity we
need specific tools. The algorithm used in those tools will
provide us some results after the analysis on the data is done.
Either the results calculated by the tools from both brains are
the same or these may be different from each other. In both
cases the results we gathered provide useful information.
Same as while we design an ANN will prove useful for some
particular task but when we apply it on the real neural data it
will show us that the working of the brain is different then
ANNs. So far we have learned that to get the useful results
from testing tools it is not necessary for ANNs to work like
brain. The ANNs have some attributes that make them
magnificent for specific roles, are given below.

Full Observability and Perturbability
In the past due to the many hurdles in the study of the
biological neurons the area of biological neurons remains
unexplored. This is due to the challenge of restrictions and
the problems of limited equipment in the past for these
sensitive organs. The restrictions in this field regarding the
experiments and limited tools for the data collection make
the new discoveries limited and so no nave progress is made
in this field. The researchers of this field due to the limited
data did not excel in this specific field. But on the other hand
we can see that all the told hurdles that cause limited analysis
on the biological neurons are removed in ANNs. Here in the
field of ANNs we can perform limitless experiments on the
basis of the open and restriction-less environment. We can
simulate the and observe the activities and the connectivity of
the neurons that is not possible in biological neurons till now,
this also includes the interventions related to the
development while training of the network.

RESULTS AND DISCUSSION
We can now say that we have a method or tool to understand
the working of the biological neural networks by
implementing the ANNs. If we make a scenario based upon
the brain neural network and we test it to the ANNs the
scenario will be able to provide the one output from the set

of output sets first if the output is correct and justify our 
needs then will make the perfect ANN for the specific 
problem. Second, if the ANN not does not fulfill our need then 
it means that the ANN provides us one of the expected 
outputs that can be a possible way to achieve the desired 
goals by the changing in the values in the network of some 
little modification in ANN.

The possibilities of making the perfect ANN that fulfill our 
required needs are maximum if we are provided by the large 
and clear dataset collected from the sources which are 
reliable (Figure 1).

Figure 1: The cycle of improving the ANNs to get our desired 
results by changing in the models of ANNs.

How Ann’s are Similar to Real Neural Network
The popularity of the ANN models has increased in recent 
decades due to the fast and reliable computation speed of the 
processors. This shows the large success of the ANN in the 
computer sciences field relates to the features of activities 
based upon computational neurosciences. Here we can see 
that the Convolutional Neural Networks (CNN’s) are doing 
great in the object recognition after training also doing well to 
predict the activity of neurons to match with patterns as 
recorded through electrophysiology and neuroimaging. The 
approach which discussed earlier has also applied while 
describing the properties of neural response in many other 
brain areas successfully [18]. By the experiments we can say 
the basic properties of the brain neurons match with the 
ANNs. This shows that the ANNs are the product inspired by 
the structure of real neurons [19]. In CNN’s the pooling and 
convolutions layers basically construct upon the complex and 
simple cells that we can identify in a cat's visual cortex [20]. 
Here we have discussed some examples related to similarities 
of ANNs and brain neurons. We can also say that many tools 
that we use for processing the real neural data can perform 
better on ANNs. Keeping in mind this reason ANNs are 
different from other test bed tools that are prosed like 
simulated microprocessors [21].

Uncertainty About how they Work Abstractive
The ANNs networks because they swap out black boxes for 
new ones, ANNs are sometimes chastised as brain models.
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Even when they show the ability to predict neural activity,
ANNs' working principles remain a mystery because their
weights are trained rather than hand-designed.
Neuroscientists are still trying to figure out how the system
performs the useful computations that allow it to accomplish
challenging tasks, despite being aware of the distributed
activity of thousands of neural units. In fact, many researchers
are striving for an understanding that is more akin to the
algorithmic level mentioned earlier. Such abstract
explanations offer a condensed and understandable set of
procedures or guiding ideas that control how a system works.

Network inputs are converted to outputs. You cannot
understand the abstract algorithms used by certain areas of
the brain under certain circumstances. This work
demonstrates our ignorance of the abstract algorithms used
by ANNs. So the result may look like a model that is not
suitable for testing the methods used to find such algorithms.
Undoubtedly, testing against data for which the truth is
known is a common and important component of method
development. Using real data with established validity based
on years of research or creating synthetic data with specific
properties and demonstrating that this approach can recover
those properties will accomplish this. There are two common
ways to do this. Arguably, the strength of these models lies in
the fact that they know neither the trained ANN nor the brain.

This is because predicting the correct response can cause the
system to incorrectly conclude that it led us to that response.
In addition to relying on clean, tidy, synthetic data, some
forms of responses are also prohibited entirely. Because the
range of algorithms that can be imposed by artificial or
natural neural networks is vast and largely unknown, we
construct a style that produces many kinds of basic
mechanism descriptions that we have previously anticipated.
There are risks. They show how fashion can attract attention
to the media we create. Not revealing the answers we already
know is much more than revealing them. It is a powerful
demonstration of their strength.

Demonstrating how a fashion can make a medium that we did
visible, a much more potent demonstration of its power than
showing that it can reveal the answers we formerly knew is to
not anticipate or indeed consider it [22]. But how can we be
certain that the styles worked if there is not any scientific
evidence? The preceding discussion of understanding
experimental testing applies. As long as the system leads to a
better understanding of neural function through new
research, we can be sure of its usefulness.

Another significant outgrowth of a combined trouble to test
how our tools lead to understanding is a more precise
description of understanding itself [23]. We must determine
when we have arrived at a satisfactory answer because we do
not know the form the answer will take within a week of
analysing an ANN. As was previously mentioned, the
objectives of systems neuroscientists are rarely outlined in
detail. Such reflection on what recognition is might help to
clarify systems neuroscience's objectives and direct our tools
in that direction. Knowing our objectives makes it much
simpler to assess whether or not we are on the right track,

which is particularly crucial given that some scientists have 
questioned how far neuroscience has advanced in recent 
decades. We can also refer to recent and older work in the 
machine learning literature that has addressed the question 
of what does it mean to understand the nervous system [24].

Some believe that people should not be expected to fully 
understand her ANN. This argument argues that the network 
is too distributed and unconstrained to describe in more 
detail what the network is doing. Systemic neuroscience 
methods are used when this goal cannot be achieved by other 
methods. The inability to understand ANNs raises the 
question of what makes the brain different from other organs.

Is it conceivable that a compressed understanding of the 
brain's computational processes has the same flawed 
objectives as ANNs? Yes, some scientists have found [25]. 
Therefore, instead of pursuing this objective, neuroscientists 
ought to focus on describing the architectures, objective 
functions and learning principles that underlie these systems. 
But there might be differences that have an impact on the 
debate over ANNs and the brain. The assumption that we 
should be able to describe a neural network's operation in a 
more concise manner than by simply listing all of its weights 
and activity values and that the brain operates similarly seems 
reasonable. However, there is no assurance that it is always 
possible to provide a satisfying description of the operation of 
any trained network. Additionally, neuroscientists should take 
this into consideration as a relevant finding if careful analysis 
of ANNs using systems neuroscience tools reveals that 
oversimplified explanations are largely unattainable.

Ann Perspectives

For the suitability of the previous arguments of ANNs as tests 
of system neuroscience tools, just take a look at cases where 
ANN research has already shed light on how we understand 
the brain.

Single cells selectivity is a popular tool in system neuroscience 
that has been thoroughly investigated in ANNs. For many 
years, it was believed that understanding the function of a 
brain region depended on the strength and quality of 
individual neuron tuning. According to various studies looking 
at the relationship between the quality of individual cell 
settings and the performance of the Ann’s tasks. These single 
cell packets are generally less important than the 
neuroscience literature suggests. Strong single cell selectivity 
can even be detrimental to performance. Such kinds of 
examples show how present-day tools can be adversely 
affected by historical experimental constraints (such as the 
requirement to record from a single neuron at a time). It also 
demonstrates that when researching complex nonlinear 
systems, fundamental beliefs like the notion that a cell's 
robust response to a stimulus indicates that the cell is 
significant for processing that stimulus cannot always be 
relied upon.

Attributes of a representative similarity analysis as a method 
of matching neural systems in his work on recurrent ANNs. 
This study raised questions about the usefulness of these 
tools for developing mechanistic understandings by showing
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how network functions that are not functionally related can
affect representation geometry. However, they discovered
that focusing on spec ific dynamics features provided more
trustworthy insights into the computations being performed.
Furthermore, prior studies that created and discussed
particular analysis tools acknowledged the significance of
testing those tools on ANNs.

ANNs can be used as test beds for developing population-
level analysis methods such as geometric approaches.
Although these methods are ultimately intended for
neuroscience applications. Some scientists are drawn to this
idea because they study both natural and artificial nervous
systems. In this essay, I elaborated on the logic of this
intuition. Now let's go into more detail about its practical
application.

How to Test with What Equipment
Not all analysis methods used for neural data work with
ANNs, so not all methods can be tested on ANNs. An
important first step in testing an analytical approach is to
understand its characteristics and goals. After choosing a
method, you want to know what conditions produce useful
results. It is very important for research to test the tool on
different ANNs with different tasks and designs. These studies
can provide evidence for the usefulness of certain tools in
understanding different types of brain circuits. Another goal
might be to find a better tool for understanding a particular
schema. For this scenario, one ANN is the target of multiple
analysis tools and the results of each are recorded. In any
case, the ability of a method to provide experimentally
validated insights discussed above will determine the
consequences associated with its application. Here are some
details on how this process works.

Checking Assumptions
The majority of approaches have a few straightforward
requirements for the data before they can be used to analyze
it. We consequently need to know if ANNs breach any of the
technique's assumptions or conditions to decide if they may
legitimately be submitted to an analysis method. For this, it is
desirable to consider the basic principle of the operation of
the artificial neural network. Artificial neural networks are
distributed parallel processing systems. As described above,
each artificial neuron receives a weighted sum of inputs from
another neuron (equal to sub threshold membrane potential)
and produces an output as a nonlinear function of that input
(and possibly other factors). The sustained non-speech
activity frequently exhibited by artificial neurons can be
interpreted as firing rate. Because neurons are divided into
layers and the connections formed by these layers are
constrained, networks tend to be modular. A pure feed
forward network does not contain inherent temporal
dynamics, although it is possible to generate basic cell by cell
dynamics. Mechanical networks are a part of circulation.
However, this dynamic is usually discontinuous in time and
allows a link to exist within a level or back from a later level to
a previous level. By gathering data at various phases of the

learning process, it is also possible to study learning dynamics 
in these networks. Because most ANNs have no internal noise, 
they are often predictable in response to input stimuli. 
Because individual artificial neurons can create connections 
with both positive and negative weights, weights usually do 
not obey Dale's law. These basic properties allow ANNs to 
perform some neurophysiological studies out of the box. For 
example, we used dimensionality reduction.

PCA-like techniques are used to probe the response 
characteristics of hundreds or thousands of layers to map the 
activity of real neuronal populations. Because ANNs share 
comparable views on the brain, many systems neuroscientists 
argue that ANNs may benefit from many of the same 
methods used in systems neuroscience doing.

In other words, they often see neural populations as 
collections of fundamental input-relational biases that 
function similarly and whose activity is influenced by the 
connections these units form with each other. See toolbox for 
recent examples of efficient logic verification techniques. 
However, not all common forms of analysis are inapplicable to 
ANNs. For example, it is difficult to study noise correlations in 
these networks because it is essential to tentatively introduce 
noise into ANNs that normally do not contain noise. This is 
because noise correlation depends on the presence of this 
noise across the neural population. Since it is known that 
noise is not required for the network to work, the details of 
these aspects will undoubtedly have a large impact on the 
conclusions of the analysis and the interpretation of the 
results is usually difficult. It is difficult to directly replicate the 
oscillatory study in ANN and the first implicit field study. Most 
ANNs exhibit Abecedarian characteristics, but it is important 
to remember that many of them are truly flexible. In addition 
to the caveats above, there are techniques for training 
networks with multiple neural subtypes, for example.

Additionally, regularization can be used to control sparsity of 
neural responses. This factor may be taken into account when 
examining actual neuronal populations. In general, an ANN 
with such points can be an effective test bed for tools, 
provided there is a logical assumption that the points are not 
present in her ANN itself, but can be carefully added. Related 
to previous concerns that ANNs are not available in the same 
way we use to study the brain, there may be concerns that 
they are not accessible in the way we request. However, since 
these methods do not explicitly violate system assumptions or 
conditions, why do they not provide information about the 
behavior of ANNs? The usual answer is this ANNs ever go 
against some lower formal, implied premise about why the 
instrument is precious for understanding the brain. One 
similar illustration is the discrepancy between how ANNs are 
frequently trained using grade descent and arbitrary 
initialization and how the brain is the result of elaboration 
and several experimental processes grounded substantially on 
original literacy rules. It's an empirical question whether these 
variations authentically render the operation of neuroscience 
tools to Artificial Neural Networks (ANNs) useless. These 
networks can be used to test the thesis that the connection of 
our technology is affected by original literacy rules.  There  are

Riasat M

Volume 10 • Issue 01 • 001

Page 5



other further physiologically reasonable training styles for 
ANNs being developed all the time. Presenting these 
unspoken hypotheses will be useful in any situation.

The toolbox: The following are kinds of technologies that are 
frequently used with neural data and might be tested on 
artificial neural networks (they are not mutually exclusive).

Dimensionality reduction: Dimensionality reduction has been 
developed in a wide variety of forms for use in neuroscience. 
Dimensionality reduction is helpful for identifying 
representational characteristics, removing noise and 
displaying high-dimensional data.

Latent factor modeling: Revealing latent elements is 
somewhat like dimensionality reduction techniques in that 
you are trying to identify the compressed set of elements that 
make up the bulk of your data. However, these methods 
usually contain hidden dynamics, probabilistic models and 
allow for more non-linear interactions between hidden 
components and activities.

Symbolic similarity analysis: Although these styles have been 
widely used to compare ANNs and brain loads, they can also 
be used in sentences to find valid coding patterns or to give 
minds how information is transformed by comparing multiple 
populations of neurons in the same system. Geometry of 
Representation Understanding the computations and 
transformations the brain makes requires extensive analysis 
that describes the structure of responses in populations of 
neurons.

Network analyses: Network exploration, which can be used in 
structurally or functionally defined networks to discover 
insignificant properties of the topology, is influenced by graph 
theory methods. Most useful is testing these methods in 
recurrent artificial neural networks.

Encoding models: Adapted quality characteristics, trained 
decoder performance, inverse models and formal information 
suggestion criteria are some of the styles for determining the 
type and amount of information decoded in a given 
population effort individual method. Numerous experimental 
studies use analyzes designed specifically for the data 
collected for research. These methods generally do not go 
through a formal method development process. The 
effectiveness of these methods can be better understood 
using ANNs designed to simulate experimental situations.

Testing procedure: The most effective tools for colourful 
motifs are identified in a straightforward, endless, iterative 
process. As previously mentioned, this system can focus on 
determining the optimal use case for a particular tool or a 
sophisticated tool for understanding a particular type of 
neural circuit. Results are presented in detail for each system 
and network combination. This requires a system that 
classifies "success" in colourful shapes. Extending the 
tentatively discovered and experimentally validated kind of 
knowledge, I propose the following graded the resulting 
success index. The first and most preliminary conclusion is 
that the analysis yielded zero or intangible results. The next 
possible conclusion is that the results of the analysis are

interpretable and may raise suspicion, but are neither precise 
nor clear enough to yield real-world applicable 
perceptions. The analytical aspects, which directly lead to 
the design of later studies, are of paramount importance as 
they provide clear and actionable insights. Higher and lower 
leagues are reserved for logical outcomes.

Of course, such a procedure is not error free. As always in any 
scientific system, researchers must form a set of opinions and 
make personal judgments. This is why transparency is so 
important. The "drain problem" that prevents flashing back all 
instances where analysis was attempted but failed to produce 
perception should be explicitly avoided and an apology 
clarifies the consequences of what has been done. This is 
facilitated by pre-selecting studies and networks to be tested 
and reporting anticipated test problems. Pre-registration for 
trials may be a good way to ensure transparency in this 
situation.

CONCLUSION
Depending on the methods we use to study neural networks, 
we can come up with more or a less useful theory of how the 
brain works. For this reason, it is important to clearly consider 
and evaluate these methods. In my article, I argued that ANN 
was the preferred system for this review. The usefulness of 
ANNs in achieving the subject's goals is determined by 
applying conventional systems neuro scientific methods to 
them and explicitly evaluating the insights they provide. 
Moreover, this encourages a clearer description of those 
goals, perhaps even acknowledging that they may not be 
achievable. Although the main focus here was on testing 
currently available tools, the technique could also help create 
new methods.
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