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ABSTRACT

The aim of this study was to examine energy ugderpaand predict the output energy for dry wheaidarction in
Gorve country, Kordestan province of Iran. The dasad in this study were collected from farmersising a face
to face survey. The results revealed that wheatlypetion consumed a total of 42.998 G J'hand output was
97.935 G J hd. Electricity has the highest share by 26.135 GiJ followed by total fertilizers and diesel fuel. In
this study, several direct and indirect factors &ééyeen identified to create an artificial neuraltwerks (ANN)
model to predict output energy for wheat productidhe final model can predict output energy basecdoman
labor, machinery, diesel fuel, chemical fertilizbipcides, electricity and seed. The results of AldNalyze showed
that the (7-6-6-1)-MLP, namely, a network having seurons in the first and second hidden layer tisbest-
suited model estimating the output energy. For thimlogy, MSE and Rwvere 0.003 and 94%, respectively. The
sensitivity analysis of input parameters on oughdwed that total chemical fertilizer and seed Halhighest and
lowest sensitivity on output energy with 22% and m@épectively

Key words: Artificial neural networks, Energy consumption,esl production, Iran

INTRODUCTION

Agriculture is both a producer and consumer of gyelt uses large quantities of locally availabrcommercial
energy, such as seed, manure and animate energygllaas commercial energies, directly and indisgedn the
form of diesel, electricity, fertilizer, plant pesttion, chemicals, irrigation water, machinery ¢td]. Efficient use
of energy in agriculture is one of the principafjugements for sustainable agricultural productibmproving
energy use efficiency is becoming increasingly ingoat for combating rising energy costs, depletiddmatural
resources and environmental deterioration [6]. @beelopment of energy efficient agricultural syssewith low
input energy compared to the output of food camicedhe greenhouse gas emissions from agriculnoauction
systems [5]. The energy input—output analysis imlg made to determine the energy efficiency amdrenmental
aspects. This analysis will determine how efficith@ energy is used. Sensitivity analysis quartiffee sensitivity
of a model's state variables to the parametersidgfithe model. It refers to changes in the resparissach of the
state variables which result from small changeth@nparameter values. Sensitivity analysis is \Hiidecause it
identifies those parameters which have most inflteenn the response of the model. It is also anndabte
prerequisite to any parameter optimization exerpls@3]. In recent years, many researchers havestigated the
energy use for agricultural crop production. Takak[26] studied the energy use patterns of cuampoduction
in Iran and found that the fertilizer applicatioavie the highest energy source in total inputs. r&ahet al [3]
studied the productive efficiency for wheat prodhuetin Iran by means of data envelopment analyBEA). An
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advantage of DEA is so that it does not require jmgr assumptions on the underlying functionabtienships
between inputs and outputs. It is therefore a napatric approach. Mohammadi et al [13] used date&lepment
analysis to analyze the energy efficiency for kiwiif production in Iran. Results showed that 12.1@#4nput
energy could be saved if the farmer follows theuitsssecommended by this study. During the pasyddrs there
has been a substantial increase in the intereattificial neural networks. The ANNs are good fon® tasks while
lacking in some others. Specifically, they are gdadtasks involving incomplete data sets, fuzzyirmomplete
information, and for highly complex and ill-definpdoblems, where humans usually decide on an iohat basis.
They can learn from examples, and are able towligalnon-linear problems. Furthermore, they exhibliustness
and fault tolerances. The tasks that ANNs cannotlleaeffectively are those requiring high accurang precision,
as in logic and arithmetic. ANNs have been appired number of application areas. ANN has beenessfally
used in prediction of drying kinetics of seeds, etaples, and fruits food process parameters [16].example,
Erenturk and Erenturk [7] compared the use of deragorithm and ANN approaches to study the dryoig
carrots. They demonstrated that the proposed neetalork model not only minimized the? Rf the predicted
results but also removed the predictive dependemcyhe mathematical models (Newton, Page, modifiede,
Henderson-Pabis). Azadeh et al [1] presented ayriated genetic algorithm and ANN to estimate aratlipt
electricity demand. The economic indicators weliegprvalue added, and number of customers and oguigan in
the previous periods. Azadeh et al [1] also prexkan ANN approach for annual electricity consuompin high
energy consumption of industrial sectors based snpervised multilayer perceptron (MLP). Rahman Badh
[22], employed ANNs to estimate jute productionBangladesh. In this study an ANN model with sixunhp
variables including Julian day, solar radiation ximaum temperature, minimum temperature, rainfaild &aype of
biomass was applied to predict the desired varigilent dry matter). Zangeneh et al [29] compar=sults of the
application of parametric model and ANNs for assggsarious economical indices (economical produigtj total
costs of production and benefit to cost ratio) ofgpo crop in Hamadan province of Iran. Pahlavamldtl9]
developed the various artificial neural networksdels to estimate the production yield of greenhdaassl in Iran.
Results showed, the ANN model having 7-20-20-1 gy can predict the yield value with higher acayra

Based on the literature, there has been no studyamteling wheat production with respect to inputrgies using
ANNSs. Thus, this study was devoted to the use ofNANodels as an alternative approach for predictingput
energy for wheat production in Gorve city, Kordaspaovince of Iran.

MATERIALS AND METHODS

This study was conducted in order to determine ahmunt of energy consumption for wheat productiod a
optimize energy consumption for wheat in Gorve @it)Kordestan province of Iran. The data was ctdiédrom 40
wheat growing farmers. For collecting the propetadeovering the energy consumption pattern, apjatsor
questionnaires was designed and completed throagh o face interviews. To obtain farmers samplirnae
Cochran formula is used [14]:

N(ts)?

Nd? + (ts)? 1)

n = sample volume

N = population size

T = acceptable reliability which is obtained fronsifudent table (desired adjective is assumed ngrmal
& = estimation variance of the trait studied

d = desired probable accuracy

An experimental survey is done in a small scalelt@in probable errors and to estimate approxitnatestudied;
as the above parameters initially have no detemiirat variance. Initial sampling data was anatlyzend then data
related to trait studied from the population wasaoted approximately. Eventually, determined abpaeameters
were put in the Cochran formula to obtain main damplume. Thus, sample volume for 40 farmers of@aity
was obtained.

To estimate the amount of energy used to prodwté &rops, it is necessary to determine energyvetgrits for
machinery manufacturing, depreciation, fuel constimnpfor operations, irrigation, labor, fertilizeagricultural
pesticides and seed, and their shares should leifieden total energy inputs. As matter of fadtetcondition of
field operations in different stages from tillagp 10 harvesting should be specified. The amountmmit were
calculated per hectare and then, these input date wultiplied with the coefficient of energy ecalent. The
previous studies were used to determine the eraqgiyalents coefficients. These sources are givdrable 1.

241
Pelagia Research Library



Mohamad Reza Moghimiet al Euro. J. Exp. Bio., 2014, 4(3):240-245

Table 1 Energy equivalent of inputs and output in gricultural production

Inputs Unit  Energy equivalents Reference
A. Inputs
1. Human Labor h 1.96 (Mobtaker et al., 2010)
2. Machinery h 64.80 (Kizilaslan, 2009)
3. Diesel fuel | 56.31 (Heidari and Omid, 2011)
4. Total fertilizer kg
(a) Nitrogen kg 66.14 (Rafiee et al., 2010)
(b) Phosphate ¢®s) kg 12.44 (Mobtaker et al., 2010)
(c) Calcium kg 8.8 (Pimentel, 1980)
(d) Farmyard manure kg 0.3 (Heidari et al., 2011)
5. Biocides kg 120 (Mobtaker et al., 2010)
6. Electricity kWh 11.93 (Mobtaker et al., 2010)
7. Seed kg 14.7 (Ozkan et al., 2007)
B. Output
1. Grain wheat kg 14.7 (Ozkan et al., 2007)
2. Straw kg 9.25 (Tabatabaeefar et al. 2009)

The basis of ANN modeling methods is biological neguactivities. Neurons in the brain learn to respdo a
situation from a collection of examples representbgdinputs and outputs. Scientists have tried tonimithe
operation of the human brain to solve various potd by using mathematical methods. They have foamdi used,
various networks to solve practical problems. Neneaworks include a wide range of mathematicalhuds and
artificial neural networks (ANN), the commonly ustdm to differentiate them from biological neuradtworks,
have become one of the most important modeling otethat have been used more than other modelingaust
for complex input-output dependencies[18].

In an ANN, neurons are grouped in layers. In compeoblems more than one layer is necessary; theseal
networks are called multilayer neural networks vehasost prominent representative is the multilayerceptron
(MLP). The layers between the input layer and outpyers are called hidden layers; signals are Bent input
layers through hidden layers to the output lay@sdme networks, the output of neurons is feed bmthke same or
previous layers. In most studies, a feed-forwardtiMiayered Perception (MLP) paradigm trained bgradient
descent learning method is used. Due to its doctedeability to model any function, a MLP has beelested to
develop apparatus, processes, and product prediotimdels more than other feed-forward networks [ich
neuron in an MLP is connected to other neuronsgreaious layer and the next layer through adaptalgights )
which are the parameters of a network. Initiallg tralues of these weights are set randomly. Theanks use
different learning methods to adjust these conoaatieights during the learning process. In the @ssing of inputs
by the network, the signals (inputs) from a presgdayer are multiplied by the weights of their rie@ponding
connections. Each neuron in the first layer (hidtsmer) processes the weighted inputs throughrestea function
to produce its output. The transfer functions mayablinear or a non-linear function. There are ssvieansfer
functions, such as Logistic, Hyperbolic tangentss§lan, and Sine. The output depends on the patittensfer
function used. This output is then sent to the oesirin the next layer through weighted connectiand these
neurons complete their outputs by processing thedfuveighted inputs through their transfer funatioWhen this
layer is the output layer, neuron output is thedmmted output. In general, the dataset is randodilyded into
training and validation sets. Training data is udadng training when the weights are adjusted.idé&ion set is
used for testing the generalization ability of tre@ned model on previously unseen data. The dataist of a set of
inputs selected for representing a problem (inpdtar) and the corresponding output, an input ve€tmether
with the corresponding output make a training vef2d].

MLPs are normally trained with Back Propagation YBRjorithm. It is a general method to solving ¥egights and
biases. The knowledge obtained during the traipingse is not stored as equations or in a knowledge but is
distributed throughout the network in the form ohoection weights between neurons. BP uses a Gitadescent
(GD) technique that is very stable when a smalinieg rate is used but has slow convergence priegei$everal
methods for speeding up BPs have been used, ingwatiding a momentum term or using a variable iegrrate.
GD with a momentum (GDM) algorithm that is an impement to the straight GD rule in the sense that a
momentum term is used to avoide local minima, sipgedp learning and stabilizing convergence, isdue]
Multiple layers of neurons with non-linear transfeinctions allow the network to learn nonlinear ditkar
relationships between input and output parameS8ageral MLP network architectures with one, twoeéhand four
hidden layers have been trained and evaluated giminfinding the one that could result in the besgérall
performance. In this work, the learning rules ofid@ent Descent Momentum (GDM) and Levenberg-Mardjuar
(LM) were considered. No transfer function for fivet layer was used. For the hidden layers thensig functions
were used, and for the output layer a linear terfsinction was applied as desired for estimatirplems.
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A program was developed in Neuro Solutions 5.0kage [15], for the feed forward and back propagmatietwork
A ‘N-fold cross validation’ method was used thathis method data are randomly divided into twa;sitining set
(70% of all data) and cross validation set (theaiing 30% of all data) [19]. The neural networkdabis formed
for output energy (Grain + straw) by using sevguuis.

Two statistical parameters were used for performaacalysis. Mean square errors (MSE) and coefticin
determination (B were computed to estimate the overall model perdmce. These are defined as:

Sisi- o) 2

<
(9]
m
I
|

n (2

>N (si-0p)?

(3)
=N ;07

Where i=1-N; N is the number of observatiogsis the simulated valuegy; is the observed values [22].

RESULTS AND DISCUSSION

As it can be seen in the Table 2, 77.97 kg nitro@h98 kg Phosphate, 9.99 kg Calcium, 4587.50 fkfaron
fertilizer, 72.95 | diesel fuel, 2.25 kg Biocidé60.75 kg seed, 98.47 h human labor, 21.64 h meghi2190.77
Kwh electrical energy per hectare are used foptioeluction of wheat in Gorve country in Iran. Therage wheat
output were found to be 7325 kg~hin the enterprises that were analyzed. The enemmyjvalent of this is
calculated as 97935.63MJharhe highest energy input is provided by electriame results have been reported in
the literature that the energy input of chemicatilfeers has the biggest share of the total energut in
agricultural production [12, 27].

Table 2 Amounts of inputs, outputs and energy inpw and output in wheat production

. Quantity per Total energy equivalent

Inputs (unit) unit area (ha) (MJ ha)
A. Inputs
1. Human labor (h) 98.47 193.00
2. Machinery (h) 21.64 1402.42
3. Diesel fuel (1) 72.95 4107.81
4. Total fertilizers (kg) 4710.44 7056.26
(a) Nitrogen (kg) 77.97 5156.94
(b) Phosphate @®s) (kg) 34.98 435.13
(c) Calcium (kg) 9.99 87.95
(d) Farmyard manure (kg) 4587.50 1376.25
5. Biocides (kg) 2.25 270.00
6. Electricity () 2190.77 26135.93
7. Seed (kg) 260.75 3833.03
The total energy input (MJ) 42998.44
B. Output
1. Grain wheat 5537.50 81401.25
2. straw 1787.50 16534.38
Total energy output (MJ) 97935.63

In this research, various ANNs were designed aaided as one and two layers to find an optimal rhpddiction
for the wheat output energy. For this purpose, Bpiakpagation algorithm was chosen to build the igtioh

models. The results obtained from the 24 modelsthenl characteristics are showed in Table 3. Alicited in
Table 3, among the trained networks, the (7-6-6ALP, namely, a network having seven input variabkx

neurons in the first and second hidden layer, amgles output variable resulted in the best-suitemtieh estimating
the wheat output energy. For this topology, MSE Bhdere 0.003 and 94%, respectively.

According to results of table 3, after (7-6-6-1)-Rlthe most reliable models were: (7-9-1)-MLP maue (7-7-1)-
MLP model respectively. Rand MSE for these models were: 92, 0.009 and 8340 respectively.
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Table 3 ANN models of wheat output energy predictio for different arrangement

Model Numbers of Hidden layers Neurons of hidden layers Algorithm  MSE R?

MLP 1 5 Momentum 0.019 81
MLP 1 6 Momentum 0.022 79
MLP 1 7 Momentum 0.014 89
MLP 1 8 Momentum 0.057 68
MLP 1 9 Momentum 0.056 69
MLP 1 10 Momentum 0.064 58
MLP 1 5 LM 0.065 59
MLP 1 6 LM 0.117 47
MLP 1 7 LM 0.049 70
MLP 1 8 LM 0.121 45
MLP 1 9 LM 0.009 92
MLP 1 10 LM 0.245 44
MLP 2 5 Momentum 0.058 67
MLP 2 6 Momentum 0.059 66
MLP 2 7 Momentum 0.058 67
MLP 2 8 Momentum 0.056 69
MLP 2 9 Momentum 0.059 67
MLP 2 10 Momentum 0.055 70
MLP 2 5 LM 0.044 72
MLP 2 6 LM 0.003 94
MLP 2 7 LM 0.030 76
MLP 2 8 LM 0.045 71
MLP 2 9 LM 0.053 69
MLP 2 10 LM 0.029 75

According to the obtained results in Fig. 1, tharshof each input item of developed MLP model osirge output
(output energy) can be seen clearly. Sensitivigiyais provides insight into the usefulness of vidtlial variables.
With this kind of analysis it is possible to judgéat parameters are the most significant and thst Isignificant
during generation of the satisfactory MLP [29]isltevident that total fertilizer has the higheststvity on output
(22%), followed by diesel fuel (21%). Also, the siivity of seed was relatively low. Pahlavan e{¥], reported
that the chemical fertilizer energy had the higlsesisitivity on output (basil production), followeg FYM (farm
yard manure), diesel fuel and chemical poisonso Alse sensitivity of electricity, human power anghsportation
energies were relatively low.

1
Seed Human labor

00

Electricity 13%%

1294

Machinery
13%

Biocides
10%%

Total fertilizers

D

2205 Diesel fuel

21%
Fig.1. Sensitivity analysis of various input energis on dry wheat output energy

CONCLUSION

This paper shows the valuable application of Majy@r Feed Forward Network in modeling the inputrgies use
in the wheat production in Gorve city in Kordestaovince of Iran.  Based on the results of tlapgr it can be
stated that:
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1. Wheat production consumed a total of 42998.4481" and electricity has the highest share by 261388a™.
Output energy was 97935.63MJ haManagement is a key factor to reduce energy asadricultural production.
Improving efficiency and using new methods and medbgies can significantly enhance energy consenvain
farms.

2. The (7-6-6-1)-MLP, namely, a network having seweput variables (Human labor, machinery, diessdlf
chemical fertilizer, Biocides, Electricity and sg¢esix neurons in the first and second hidden laged single output
variable (output energy) resulted in the best-guit®del estimating the output energy for wheat petidn. For this
topology, MSE and Rwere 0.003 and 94%, respectively.

3. With regard to results of this research, it iggested to use the same methodology to developelmdadr
prediction of fuel consumption, G@mission, input energy consumption and outputdyfet other agricultural
production. It is possible to use the same databaltected in this study for these investigations.
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