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ABSTRACT

Talk about foreign trade is one of the importanties in economic development country. This
article estimates the major determinants of Datgoei supply in Iran. The theoretical
framework is based on this assumption that expocep have a positive impact on volume of
exports. This study uses annual time series de@@0-2007) and unit root tests and analyze
them using Auto Regressive Distributed Lag (ARDbfeh by Pesaran et al. [1]. This co-
integration technique accommodates potential stmatt breaks that could undermine the
existence of a long-run relationship between pistmexport supply and its main determinants.
Most important problems in Iran about of Date expare including unfavorable packaging,
improper grading and nonconformity in quality stands.

Keywords: Date export supply, unit root test, autoregresdistributed lag (ARDL).

INTRODUCTION

Many trade studies have tried to find the reasoy sdme countries are successful exporters.
The main issue is “...whether manufactured exportare. predominantly dependent upon the
economic prosperity of [the countries’] trading tpars or ... their ability to compete in export
markets on the basis of pricfZ]. What are the main determinants of a supplycfiom in Date
export? The potential answer of this question hgmrtant policy implications. Standard models
of export supply include explanatory variables sashexport prices (relative contribution of
improved export profitability), variable home amatdign costs, and productive capacity [3]. In
recent empirical literature, however, some reseascd] have contributed to the empirical
modeling and the issue of developing country expogply significantly. Iran's foreign trade is
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known by single-product exports and excessive dégrare on the exchange earnings resulted of
oil exports. Therefore, of long times, extreme fliations of incomes resulted from oil exports,
population growth and scarcity of oil resources jpedicymakers and planners to believe that
non-oil export development and single-product etgpisran inevitable necessity. For this reason,
in the third development plan natiohamutations in non-oil exports was called to cofe o
sustainable development. In addition to the needetelop non-oil exports, usually considered
to be growth and development in Iran when crudexilorts and derived incomes from the sale
to be recession. Iran's past experience on exchaogee fluctuations Iran's it is necessary to
carry out policy in field of increase non-oil expespecially exports of agricultural products
due to various factors including high dependenesdtproducts on internal sources and having
abundant natural resources.

Iran is one of the producer and exporter in Datlustry accounted for 34.1 percent of world
production, cultivation area, export quantity angart value, respectively (FAO, 2003). Around
0.09 percent of non-petroleum export value is redlifrom Date accounted for about 100
million dollar per year. Dates are major non oipexable agri-crops in Iran with an outstanding
historical background. The country enjoys a repamafor its dates export at global level and has
maintained a % or 2" rank in dates export globally. This survey aimsidentification and
assessment the impacts of effective factors caring in dates export development, using
theoretical principles in export supply with foools economic analyzing techniques. Moreover,
calculating the elasticity of effective factors dates export supply, specially the elasticity of
price and income, role of relative prices, excharage, world dates production and the link in
dates export have been examined in this analy3ae is cultivated in Iranian dry regions with
low rainfall of nearly 100 mm/year with also extrergeographical climate and temperatures.
High salinity level of agricultural water and inapmte irrigation are the main restrictions that
farmers are facing [6]. As such areas are notlslait® produce other crops economically; hence
Date plantation remains the only opportunity ofnfars. Date is one of the major exported
produce of the country, so the study of Date expagply, production — export growth and
export competitiveness is one of the major areags#arch to be covered by the researchers to
define the major sources of export changes andséothie appropriate tools in retaining the
country competitiveness power in world market. Tésew of literature shows that exponential
trend equation is widely used for the aim of stadygrowth pattern. [7] computed the growth
rate in area, production and productivity of sweetato in major growing states, [8] estimated
the annual compound growth rates in the exportprivicipal agricultural commodities from
India, [9] studied the compound growth rates ofsBslin India, [10] while assessing the regional
variations in agricultural performance in Indiatimsted the compound growth rates of area,
production and yield of pulses, [11] quantifiednileand growth rate of area, production and
yield of fruit crops in Haryana.

Dass [12] studied coffee exports in India and tineseof this study are including determination
of effective factors on coffee exports, measuringngh rate of coffee exports and effective
factors on it. The results of this study showed tfmmestic product has a positive and significant

! pre-revolution economic plans in Iran include:rthiplan during 1963-1967, fourth plan during 196872, fifth plan during
1973-1977 and economic plans during war and Islamimlution during 1978 through 1988 and also eanim social and
cultural development plans of Islamic republic cinl including first plan during 1989-1993, seconidrpduring 1994-1998,
third plan during 1999-2004 and fourth plan durig§05-2009.
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effect on product export but the actual increasexports and pure national income per capita
leads to decreasing volume of coffee exports duli®32-1986) in India. Mookergee [13] have
analyzed the relationship between exchange rateimeo of India’s export, gross domestic
product (GDP) in countries of Organization of Ecomo Cooperation (OEC) and also world
GDP by time series data and using co-integratiggmageh in India. Results showed that volume
of India exports is sensitive to real exchange eatd world GDP growth rate. Therefore be
inferred that India can take more profit from p@gto encourage exports than state that exports
should be encouraged by decrease of domestic cyrmaiue. Fountas, and Berdin [14] have
used the co-integration technique and error camechodel in order to studying exchange rate
changes impact on Irish exports to Britain. In tslisdy long term relationship in Irish exports
was estimated using co-integration technique aed esror correction model to determine short
term relationship between exchange rate changesxgatts. In addition, was used the moving
standard deviation index of percent real exchaage as a measure of exchange rate changes.
The results of this study showed that in long texports is dependent on income importing
countries and relative prices significantly. Basederror correction model estimated, exchange
rate changes only in short term is led to decreggalsish exports to Britain. Khalilian and Farhadi
[15] have studied effective factors on agricultueggports during 1962-1999 in Iran. The results
of this research showed that gross domestic pra@ioP), relative export prices and domestic
demand have a significant effect on export supplggricultural products and also exchange rate
have not significant effect on export supply iniagjtural products which This is one reason that
in during study foreign government policies on egitural exports have been inappropriate.

Noori and Kopaee [16] estimated demand and suppigtions for pistachio export and results
showed that elasticity demand for pistachio explmah exchange rate is equal to -0.389 and this
represents the negative effect of exchange rategelsaon incomes resulted of pistachio export.
Narayanan and Reddy [17] studied behavior of neioxsupply function for dominant
agricultural commodities in India. They used tinexiss data during 1960-1986 published by
FAO. The results showed that India do import siistin policies instead of export encourage
and also states that domestic factors such as gioduand domestic price have an important
effect on export changes. Abdshahi and Torkamajidiscussed citrus exports in Iran. The aim
of this research is investigating effective factorscitrus exports and determining presence or
absence instability in export incomes. They uset tseries data during 1981-1997 and results
showed that variables of domestic product and veladde price index have had respectively
positive and negative effect on fresh lemon expM#siables of export price, domestic product,
exchange rate and GNP have a positive and signifiefiect on orange exports. Here, there is
instability in export earnings resulted of fresmbn, orange and total citrus. Instability of fresh
lemon exports is due to export supply and for oeaagd total citrus export is due to export
demand.

The present research explores from macro perspeativalternative way in which the Date
export supply in agricultural sector could be exptbemploying time series data. Following [8],
the most important factors export supply are iniclgcexport prices of goods, wholesale price
index, exchange rate, volume of goods domesticymtodnd gross national product. For that
purpose, we use the bounds testing (or ARDL) ambrda co-integration proposed by Pesaran
[1] to test the sources of Date export supply ghouding data over the period 1970-2007. The
ARDL approach to co-integration has some economattvantages which are outlined briefly in
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the following section. Finally, we apply it takiras a benchmark [8] study in order to sort out
whether the results reported there reflect a sparamrrelation or a genuine relationship between
Date export supply and the variables in questidns Tontributes to a new methodology in the
Date export supply literature. Next section staiith discussing the model and the methodology.
Then in Section 3 we describe the empirical resoltsinit root tests, the F test, ARDL co-
integration analysis, Diagnostic and stability $embd Dynamic forecasts for dependent variable
and Section 4 summarizes the results and conclaision

MATERIALS AND METHODS

The model: Exports of goods and services have an importast irolthe national economies.
With the business boom, all countries are tryingday out appropriate policies that engine of
economic growth be making active. Therefore contipatincreases in business and in this case,
countries that have had a clear strategy and trep@etive of export products, they have been
more successful [19]. According to previous studieshe field of export, the most important
factors affecting on the export supply are inclgdihe export price of goods desired, wholesale
price index, exchange rate, volume of domestic pro@df goods desired and Gross Domestic
Product (GDP). Here, we survey effective factorsDate export supply by linear function and
logarithmic — linear. The proposed form of logamih — linear function is as follows [8]:

XS = APE;*PD,;?DP,*GNP,“ER;" @

Where:
X:= Volume of Date export supply, PE Date export price, RB> wholesale price index, DP

Date domestic product, GNP = Gross Domestic ProdiRt= exchange rate; > 0,0, < 0,03 >
0,04<0,05>0.

The liner function form has been given in followieguation:
X; =A+aPE +a,PD +a,DR +a,GNR +aER @

In these functions, we assume that export price lsapositive effect on volume of export [20].
For review in percent changes of exports than eddhe variables, it is measured volume of
export elasticity than its variable. Our empirieadalysis in Section 3 is based on estimating
directly long-run and short-run variants of Eq.. (&) the data in this study are obtained from
Central Bank of Irar{2004¥, FAO Statistical Reportepartment of commerand thelslamic
Republic of Iran Customs Administratidaring the period 1970-2007.

The methodology:The objective of this article is to employ co-intatgon and error-correction
modeling to test the causal relationship betweeemptoyment rate and real national income
growth rate by using quarterly data for Malaysianfryear 1970 to 2007. We use a relatively
new estimation technique, which is the boundsrigséipproach to co-integration, within an
autoregressive distributive lag (ARDL) frameworkoposed by Pesaran and others (Pesaran and
Pesaran,1997; Pesaran and Shin,1999; Pesaedn2001). The main purpose to employ ARDL

2 National Accounts of Iran in 1997 constant prices
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in this study is mainly due to the order of intégma is no longer a sensitive issue, it can be
applied regardless of whether the regressed(@yeor I(1), as normally the nature of national
income is non stationary. In addition, the bourst s&#ressed good small sample properties in
comparison to standard co-integration analysisvaititbut the pre conditions for stationary. The
following autoregressive distributed lag, ARDL mbdéll be estimated in order to test the co-
integration date export supply. Recent advancesamometric literature dictate that the long run
relation in Eq. (2) should incorporate the short-dynamic adjustment process. It is possible to
achieve this aim by expressing Eq. (2) in an ecmrection model as suggested by Engle and
Granger [21]. Then, the equation becomes as follows

ml m2 m3
AX¢; =hy +Zb1i,ijs“ivj +Z b, ,APE; | +Zb3i,jAPDt—i,j ©)
=) i=0 =
m4 m5 mé6
+zb4i,jADPt—i,j +zb5i,jAGNR—i,j +zb6i,jAER(—i,j TV T M
i=0 i=0 i=0

Where4 represents change; i the number of lagsg,is the speed of adjustment parameter and
-1 1S the one period lagged error correction term,ciwhs estimated from the residuals of Eq.
(2). The [21] method requires all variables in E2). are integrated of order onle(1) and the
error term is integrated order of zeld0) for establishing a co-integration relationshfpsome
variables in Eqg. (2) are non-stationary we may aigg&w co-integration method proposed by
Pesaran [1]. This approach is also known as Autgréssive Distributed Lag (ARDL) that
combines Engle and Granger [21] two steps into byeeplacinge-1 in Eq. (3) with its
equivalent from Eq. (2)-1 is substituted by linear combination of the laggedables as in Eq.

(4).

t=i,]

nl n2 n3 n4 n5
AX®j =Cy+ D Gy [AX%wij + Y ¢y [APE_ | + > Cy APD.; +> ¢, ,ADP_ ; + > c5 AGNP
i=1 i=0 i=0 i=0 i=0

n6
+ Z Csi jAER . ; + C7th—1,j +CGPE_; +CPD,,; +C¢,,DP_;; +C¢,GNP_ ; +CL,ER_; + )&, + 4 (4)
i=0

Furthermore, the ARDL method avoids the larger neimiif specification to be made in the
standard co-integration test. These include deawssiegarding the number of endogenous and
exogenous variables (if any) to be included, tleatment of deterministic elements, as well as
the optimal number of lags to be specified. The ieog results of are generally very sensitive
to the method and various alternative choices alklin the estimation procedure (Pesaran and
Smith, 1998). With the ARDL, it is possible thatfdrent variables have different optimal lags,
which is impossible with the standard co-integnatiest. Most importantly, the model could be
used with limited sample data (30 observationsGmBservations) in which the set of critical
values were developed originally by Narayan (2a8}4lsing GAUSS.

The bound testing procedure is based on F-statisticl is the first step of the ARDL co-
integration method. Accordingly, a joint signifieantest that implies no co-integration under the
null hypothesis,Ho: c,=Ccs=Ccs=0), against the alternative hypothesks;: (at least one, to cs£0)
should be performed for Eq. (4). The F test usedtlfidss procedure has a non-standard
distribution. Thus, Pesaran et al. [1] computed sets of asymptotic critical values for testing
co-integration for a given significance level wahd without a time trend. One set assumes that
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all variables ard (0) and the other set assumes they aré €@l). If the computed F-statistic
exceeds the upper bound critical value, then tHe hypothesis of no co-integration can be
rejected. Conversely, if the F-statistic falls leldhe lower bound critical value, the null
hypothesis cannot be rejected. Lastly, if the Fstta falls between these two sets of critical
values, the result is inconclusive. The short-rffacts between the dependent and independent
variables are inferred by the size of coefficievftshe differenced variables in Eq. (4). The long-
run effect is measured by the estimates of lagggtheatory variables that are normalized on
estimate ofc,. Once a long-run relationship has been establjsBgd(4) is estimated using an
appropriate lag selection criterion. At the secstap of the ARDL co-integration procedure, it is
also possible to obtain the ARDL representationtha Error Correction Model (ECM). To
estimate the speed with which the dependent variadjusts to independent variables within the
bounds testing approach, following Pesaran etldlthe lagged level variables in Eq. (4) are
replaced byEC-; as in Eq. (5):

k1 k2 k3 k4
AXPuj =ay+ Y ay DX i+ ay APE  +> ay APD_  +> a, ADP_, )
i=1 i=0 i=0 i=0

ks k6
+za5i,jAGNR—i,j +Za6i,jAER!—i,j +AEC._,; + 14,
= =

A negative and statistically significant estimatiaf A not only represents the speed of
adjustment but also provides an alternative mednsupporting co-integration between the
variables.

RESULTS AND DISCUSSION

Unit Root Tests: The review stationary or non stationary for timeieseis one of the major
topics in time series analysis and generally wheima series is stationary that during time
Mean, variance, covariance and correlation coefficremain constant. One of the methods for
determining stationary is Unit root test by AugneshDickey — Fuller (ADF). Since the testing
of the unit roots of a series is a preconditiontlte existence of co-integration relationship,
originally, the Augmented Dickey-Fuller [21] (ADR@st was widely used to test for stationary.
This test is based on following equation:

AY, =a+A+mY +Y alY, +¢ 6)

i=1

WhereA is operator difference first order agds error pure impaired.

{Ho:m:O (7)

H,;=m<0

Zero hypotheses are that time series variable hasrapt. In fact, this test is the assumption
having unit root (non stationary) or having no uniiot (stationary). Basically, this test
determines whether the estimationsnofare equal to zero or not. Fuller [22] has provided
cumulative distribution of the ADF statistics byos¥ing that if the calculated-ratio (value) of the
coefficient is less than critical value from Fultable, theny is said to be stationary. However,
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this test is not reliable for small sample datadsst to its size and power properties [24, 25]. For
small sample data set, these tests seem to owt tee null hypotheses when it is true and
accept it when it is false. The results of ADF ieslisplayed in Table 1.

Table 1: Results of unit root by ADF test

Variables Level 1% Differences integrated of order

X -1.25 -4.54% I(1)
PE -2.93 -7.48* 1(0)
PD -1.04 -4.12* I(1)
DP -1.12 -6.17* I(1)
GNP  -1.23 -4.79* I(1)
ER -3.03 -7.35* 1(0)

Note: * denote statistical significance at 1%

The results reported in Table 1 show that null hiypsis of ADF unit root is accepted in case of
X°, PD, DPand GNP variables but rejected in first difference at 18l of significance. This
unit root test indicate thaX®, PD, DP and GNP variables considered in the present study are
difference stationary | (1) whilPE andER variables are level stational{0) as per ADF test.
On the basis of this test, it has been inferretXhaPD, DPand GNP variables are integrated of
order one | (1), whild’E andER variables are integrated of order zero | (0). Téwults of the
ADF test indicate that some series under investigadre non-stationary in level and with one
difference it show strong evidence against the naat hypothesis in some of the variables under
investigation. The computed break dates corresptosgly with the expected dates associated in
1997.Under these circumstance and especially when wieaeel with mix results, applyirthe
ARDL model is the efficient way of the determinitige long-run relationship among the
variable undemvestigation. Therefore, we will apply this metiotayy in the section 3.3.

The F test: Firstly, an Ordinary Least Square (OLS) regressmrestimated for the first
differences part of equation and then tested fiot gignificance of the parameters of the lagged
level variables. In order to test the presencendirun relationship betweé€i, PD, DP, PE, ER
and GNP, Eq. 5 is estimated. A general to specific modekpproach guided by the short data
span and Schwarz’s Bayesian Criterion (SBC) respdygtto select a maximum lag order of 2
for the conditional ARDL-VECM is preferred becauskannually frequency. The joint null
hypothesis of the coefficients being equal to zeeans no long-run relationship has been tested
with F-statistics. The presence of co-integratietween the variables is accepted if F-statistics
reject the null at 95 per cent critical bound valgenerated by Narayan [26] for small sample.

Table 2: Bound Test for Co-integration

Dependent Variable

SBC Lag F-Statistic Probability Outcome
(Intercept and no trend)
Fx°(X*| PD, DP, PE, ER, GNP 1 6.0123* 0.002 Co-integration
Feo(PD | X, DP, PE, ER, GNP 1 1.3252 0.113 No Co-integration
For(DP | X, PD, PE, ER, GNP’ 1 1.1350 0.201 No Co-integration
Fee(PE | X, PD, DP, ER, GNP) 1 0.5421 0.214 No Co-integration
Fer(ER| X, PD, DP, PE, GNP) 1 0.1278 0.187 No Co-integration
Fene(GNP| X, PD, DP, PE, ER! 1 1.0245 0.165 No Co-integration

* Significant at 1 per cent level.
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The calculated F statistic presented for Date éxpaoply as dependent variable in Table 2 is
6.0123 and is higher than the upper bound at 1% lefvsignificance. Thus, null hypothesis of
no co-integration is rejected, implying that thexeists a long-run relationship among the
variablesX®, PD, DP, PE, ERand GNP, when the regression is normalized on logarithm of
agricultural value added). It may, however, be noted that null hypothegismco-integration

is accepted at 95 per cent critical value whenea®sgjon is normalized on variables other than
This implies that there exists only one long-rurirdegrating relationship.

ARDL co-integration analysis for Date export supply The empirical result based on ARDL
tests repeated showed that significant break foabies of under investigation are consistent
with 1980 war year. Therefore, at this stage wéuthe one dummy variable in order to take into
account the structural break in the system. Thenagtd coefficients of the long-run relationship
and Error Correction Model (ECM) are displayed able 3.

Table 3: Estimated Long-run and ECM Coefficients ushg ARDL (1,0,0,0,0,0) Model

Estimated long-run coefficients Estimated ECM coefficients (X as dependent variable)
Regressor Coefficient t-Ratio(prob) Regressor Coefficient t-Ratio(prob)
PD -0.21 -4.36[001] DPD -0.22 -4.04[001]
DP 0.37 2.54[012] DDP 0.32 2.98[011]
PE 0.22 4.15[046] DPE 0.19 4.32[012]
ER 0.18 5.28[001] DER 0.17 5.35[010]
GNP 0.02 7.35[024] DGNP 0.01 7.54[021]
C 4.46 0.34[016] DC 4.23 0.87[001]
DU1980 -0.12 -5.87[040] DDU1980 -0.11 -5.98[001]
ECM(-1) -0.412 -2.08[022]

Note: The order of optimum lags is based on theifipd ARDL model.

Empirical results in Table 3 show that a one pdrdgecrease in exchange rate leads to 0.18
percent increase in Date export supply. Our emgifinding shows negative relationship and
meaningful between structural break of 1997 withieDexport supply. Alternatively, GDP have
not an important effect on Date export supply. ddion, the coefficient oPE in this model is
not statistically significant and Date domesticduat has an important effect on Date export
supply. As we see in Table 3, ECM version of thisdel show that the error correction
coefficient which determined speed of adjustment] bxpected and significant negative sign.
Bannerjeeet al. [27] holds that a highly significant error corriect term is further proof of the
existence of a stable long-term relationship. Tésults indicated that deviation from the long-
term in inequality was corrected by approximately?4percent over the following year or each
year. This means that the adjustment takes pldagvedy quickly, i.e. the speed of adjustment is
relatively high.

Analyzing the stability of the long-run coefficisntogether with the short run dynamics, the
cumulative sum (CUSUM) and the cumulative sum ofiasgs (CUSUMSQ) are applied.

According to Pesaran and Shin [28] the stabilitytloé estimated coefficient of the error
correction model should also be empirically invgsted. A graphical representation of CUSUM
and CUSUMSQ are shown in Fig. 1.
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Fig. 1. Plots of CUSUM and CUSUMQ statistics for cefficients stability tests

As it is clear from Fig. 1, the plots of both th&J8UM and the CUSUMSQ are within the
boundaries and hence these statistics confirm takilisy of the long run coefficients of
regresses which affect the inequality in the counfihe stability of selected ARDL model
specification is evaluated using the cumulative Si@WSUM) and the cumulative sum of
squares (CUSUMSQ) of the recursive residual testttie structural stability (see [29]). The
model appears stable and correctly specified gikkahneither the CUSUMor the CUSUMSQ

test statistics exceed the bounds of the 5 peteeel of significance.

CONCLUSION

The results of this paper shows that the factoch s Date export price and exchange rate have
a positive and significant effect on Date exporpmy but Date domestic product and war
dummy variable have negative effect. In short tetonelasticity of Date export supply shows
that exporters show a good response to export prnidewith increasing one percent in export
price, the value of export increase to 22 percéné goal of this paper was to test the existence
of long run relationship determinants of Date exgoipply in Iran. This objective was aided by
the technique of Pesaran et al. [1] approach tintsmration which presents non-spurious
estimates. Subsequently, our work provides frestteeee on the long run relationship between
Date export supply and exchange rate and Date dmmpsduct in Iran. The results at
relationship between Date export supply and oilckeoconfirm the study of Pal [8] but our
results are more robust. Exchange rate in Dateresp@ply does have an important effect on
Date export supply. Fixed exchange rate or loweharge rate changes than annual changes in
costs of Date domestic product causes to decrad3ate export supply.

So recommended planning principles and specifi¢®Brking and coordination export standards
with health standards of each of the target marketsormulated by the government to take
advantage of the potential of this opportunity tome forward (Having 50 percent share of
global exports Date). Compliance with the expoandard in the case of most products has
positive and significant impact on their exportsaniely increasing observance international
standards in the field of agricultural exports angroving quality, can attract more markets and
thus expanded its foreign exchange earnings. Taldltewtuations in export of products made

should be designed a clear export strategy forethm@educts, for access to export-oriented
strategy should be developed long-term export podfind in the way achieving the targets
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defined in the strategy should be carried a clear @ordinated plan the encompasses all the
relevant agencies.
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