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ABSTRACT

Computer spreadsheet is used in solving optimiagtimblem of several variables involving four fastdthat are
varied at three levels each. The fitted equatiotainied from the regression analysis has an R-S85@nd R-Sq
(adj) = 96.9.Multivariate optimization technique Newton Raphson is used to locate the maximumeditiction
which contains several variables, starting at aitiéh points (0,0,0,0), the final optimal and phgaily realistic
economically acceptable combinations are found atf§0.2,0.1, 0.10.1) 0.9684. Which clearly demonstrated that
the principle of normal curve is depicted. Recomataéipns are made which include the advantage sfrtigthod in
determining or locating the optimum in case of mimin or saddle points in the response.
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INTRODUCTION

As an important subject in the statistical desigrexperiments, thdResponse Surface Methodolo@®SM) is a
collection of mathematical and statistical techegjuseful for the modeling and analysis of problémehich a
response of interest is influenced by several égtaand the objective is to optimize this respghgda-or example,
the growth of a plant is affected by a certain amiaxf combination of a fertilizer like Nitrogen (Mhosphorus
(P),Sulphur (Sand Potassium (K). The plant can grow under anybooation of a treatment. When treatments are
from a continuous range of values, then a RespSnsiace Methodology is useful for developing, impng, and
optimizing the response variable. In this caséhéf plant growtly is the response variable as a function ofxx,

Xz and x%. It can be expressed as:

y =f (X1, X2, XaXs) + € -(1.0)
The variables N,P,S and &e independent variables where the respgrdepends on the various combination of
them. The dependent varialylés a function of x, X, X3 and %,where x=N, % -P, x3=S and x= K, and the

experimental error term is denoted s *

In mostRSMproblems, the true response functfda unknown. In order to develop a proper approxiomafor f,
usually starts with a low-order polynomial in sosmall region.

If the response can be defined by a linear functibindependent variables, then the approximafimgtion is a
first-order model. A first-order model with 2 indmpdent variables can be expressed as

y:,Bo+,B1X1+,82X2+e ... (2.0)
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If there is a curvature in the response surfacé;iwis clearly our own case, then a higher degognpmial should
be used. The approximating function with 2 variabtecalled a second-order model

— 2 2
y_ﬁO +ﬁ1X]_ +ﬂ2X2 +ﬂllxll +ﬂ22X22 +ﬁ12 X1X2 te e (30)

In general alRSMproblems use either one of these models. In eadeinthe levels of each factor are independent
of the levels of other factors. [2]. The responegase analysis is performed by using the fittedfese. The

response surface desigae types of designs for fitting response surfaterefore, the objective of studyilRsSM
can be accomplished by:

(1) Understanding the topography of the respondgacs (local maximum, local minimum, ridge lineahd
(2) Finding the region where the optimal resporsaics.

The goal is to move rapidly and efficiently alongath to get to a maximum or a minimum responsthabthe
response is optimized.

Computer spreadsheet is used throughout this wasihg Newton’s Raphson multivariate optimization
procedure.[2]

METHODS

Steepest Ascent method and Steepest Descent Method:

The steepest ascent method and steepest descdmdnuetn be used to locate the maximum and the mmim
respectively, of a function of several variablesgBd [4].

The steepest ascent method is the most straiglfdraf the gradient search techniques. In this aukthe start
with an initial point (%, X, Xo, Xo), at this point; we determine the direction of steepest ascent, that is, the
gradient. We then search along the direction ofdgtedient, b until we find a maximum. The process is then
repeated. The same approach can be used for matianizin which case the terminology steepest degsaised.
Starting at (%, Xo, Xo, Xo) the coordinates of any point in the gradientctiosn can be expressed as follows:

X =X +ih
1 0 ox,
x2=x20+ik ... (5.0
0x,
of
X3=X3o+_|
3
X =X * o
4 40 ox,

where h,k,| and m are distance along the |,j,k lhaxiis, and f is a function of ;xx,, X3 and %, and y, and the
gradient is
of ~ of ~ of ~ of -~
Of=—1 + j+ K+ | . ... (6.0)
ox,  0X, 0X;  0X,
To find the maximum, we would search along the gnatddirection, that is, along direction of thisct@r. The
function can be expressed along the axis as;

t(x,, %50 X5, X, ) = g(hk,1,m). ... (7.0)
Now we have developed a function along the pastedpest ascent. How far along this path do we fhove

One approach might be to move along this path weifind the maximum of this function. This is th&ue of the
step that maximizes g(h,l,k,m) and hence,, f§,, X;, X,) in the gradient direction.
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This method is called steepest ascent when arrampistep size h,l.k,m are used. If a value ofralsi step Hs
found that brings us directly to the maximum alding gradient direction, the method is called thénogl steepest
ascent.[5],[6] and [7].

Whether a maximum or a minimum occurs involvesordy the first partial derivatives of (XX, X3, X,) with

respect to x,X,, X, and X, but also the second partial derivatives. Assumitag these derivatives are continuous
at and near the point being evaluated, the detamhican be computed:

2 2 2
|H| = 0 f2 A | # |.H is Hassian Matrix ...(8.0)
OX. 0x;0X;

Three cases can occur:
2

1If |[H|>0and 9 fz
0X;

>0, thenf(x, X,, X;, X,) has a local minimum.

2

2.1f [H|>0and 9 fz
0X;

3. If |H| <0, then f(x, X5, X3, X,) has a saddle point.(a saddle point is a pointrevial the first partial
derivatives of a function vanish but which is ndd@al maximum or minimum.

<0, thenf(x, X,, X;, X,) has a local maximum. ... (9.0)

The quantity|H| is equal to the determinant of a matrix made uthefsecond derivatives:

yll y21 y31 y4l

Yio. Y2 Y2 Ya2| . :
H= , is also known as the Hessian matrix of f§,, X5, X,) ... (10.0a)

Yiz' Y23 Ya3 Va3
| Yia Yoo Yas Yas |
0°f
0x;0X;

Where y = ... (10.0b)

RESULTS
Application of Newton’s procedure for multivariadptimization
The above named method is now applied to our \aaditi statistically fitted model as follows;
Recall from our seminar Il that our selected masli¢he following:

Y = 0.975 + 0.129 X+ 0.0859 X% - 0.166 % - 0.116 X% + 0.0367 %2 - 0.0694 %>- 0.0170 %2 - 0.150 % X, -
0.0416 % X3 - 0.0842X% X, - 0.0876 % X5 + 0.0569 % X, - 0.0134 % X,.

...(11.0)
Now

g—f =y, =0.129 + 0.0734X- 0.150% — 0.416% — 0.0842X
Xy

o
0X,
of

0X,

Yy, = 0.0859 — 0.150%— 0.0876% + 0.0569%

Y; = -0.166 — 0.1388%~ 0.416X — 0.0876% — 0.0134% .. .(12.0)
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of

0X,

Now solving these equation using matlab 7.0, waiobt
= X;=-0.5539

X, =0.1222
X3 = 0.5866
X4=02.0668

Since Hx = y=> x = yH*

Therefore, we have our matrix as follows:

0.0734 -0.15 -0.416 -0.0842
-0.15 0 -0.0876 0.0569
-0.416 -0.0876 -0.1388 -0.0134
-0.0842 0.0569 -0.0134 -0.034

Now Det (H) = 0.0012

Yy, =-0.116 — 0. 0340)%- 0.0842% + 0.0569% — 0.0134%,

... (13.0)

This implies that our determinant is positive. Det (H) > 0. It clearly implies that this is a easf local minimum
since condition 1 is satisfied hence the need plyepteepest ascent.
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Figure 1: Plot of N and P interactionswith Yield
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Figure 2 plot of N and Sinteraction aganst yield.
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Figure 3: Plot of N and K agaist response Y
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modell(O,xz,xs,O)
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Figure4: plot of P and Sagainst response Y
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Figure5; Plot of Sand K against response Y
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modell(O,xz,O,x4)

Figure6: Plot of Sand K against response Y
DISCUSSION

This section interprets the application of the gést ascent for the optimization of multivariatepeximental
process. In the initial iteration. The equationsd ggrocedures explained above are all translated @xcel
spreadsheet as presented in the table attached .

Since the various combinations of the factors caplbtted in a single figure, the various interaics based on the
aspect of the optimal data obtained, six combimati@sh grids are plotted as presented in figure$ below.

Figure 1 clearly shows the response Y against NRin@he optimum point is at N = 0.5 and P = 0.®.alkrom
figure 2 the combination of N and S shows that thaye an optimal response at N = 0.5 and S = 0tb thie
response at 1.0.

Figure 3 clearly depicts the optimum points of tegponse at 0.90 at the combination of N at 0.4bkKaat also 0.5.
While, figure 4 displays the combination of P and'Bese combinations displayed a good and optimaegpanse at
the point 1.2 with a value of 1.0 for factor P @n#8 for factor S respectively. Figures 5 and 6 ldigpd the optimum
level of response at 1.0 and 1.1 respectively duatious combinations of S and K, and P and Koaitp 1.0 each.

CONCLUSION

From the result of the analyses conducted basdtieoattached table and as presented in the sirefigh — 6, we
can clearly see that optimum level is obtainedtii@ response at the various combinations of thefaat points
ranging from 1.026.05.

The optimal response for all the various combinetiof N,P,S and K settings are within the value9a8+0.05,
0.83+0.17, 0.6740.17 and 0.830.17 respectively.
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