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Abstract

Education is important for developing nations. It also needs
to be improved in Pakistan. The education system of
Pakistan has developed in past years but there is still some
needs to improve it further. The measure of student
performance is important but it is not possible with on
manual manners from some specific personals. Measuring
the student performance by analyzing the large amount of
accurate results can be done using the machine learning
algorithms. From these algorithms the sorted form of data
is analyzed and the results are made for making any specific
actions. For this purpose, in this research work institute
data of different primary schools in Punjab province is
gathered. After the collection, raw data is changed into the
sorted data and by selecting the eight suitable set of
attributes. As each entity has a specific set of attributes and
it is depending upon the situation that which attribute is
selected for which purpose. From these attributes some are
originally taken and some are derived from other set of
original attributes. This data is uploaded in the rapid miner
analysis tool and analyzed the data in terms of prediction by
selecting the retention as special attributes. The algorithms
are selected which are more suitable for this data. The
attributes are Naive Bayesian, random forest, support
vector machine and deep learning. Each of the algorithm
has unique nature of classification and produced results in
different manners but in the collective sense student and
teacher both are involve in the student’s performance. The
degree of the teacher and age of the teacher are matter a
lot while the attendance is another important factor which
affects the performance of the student in terms of
retention. The reason to select four algorithms is to make
more accurate analysis and each algorithm has different
level of accuracies. This methodology improves the quality
education because through this large amount of student
records can be processed and analyzed. Furthermore, this
analysis can also be done in future by applying different set
of parameters.

Keywords: Primary school students; Teachers; Education;
Algorithms; Rapid miner tools.

Introduction

Education is dire need for any society or nation. It becomes
more important when the nation is developing. Improvements
in other departments of the country is directly related to the
education. Giving good quality education means improvements
of the country. The quality of the education can also be
improved with the help of computer systems or computer-based
applications. Some of the computer-based systems for
education are available such as distant learning, online test, or
computer aided designs etc. But improving quality is related to
measuring the performance on large scale which is not possible
for humans on manual basis. For measuring performance and
checking the factors related to the performance data mining
technique and machine learning techniques of artificial
intelligence can be used. Through these techniques large of the
data can be processed and the results are made on the basis of
required algorithms.

Related Work

Aldowah H et al. proposed their work on the educational
mining. It is new field of data mining in which educational sector
improvements are being made with the help of data mining and
computing algorithm. As each student is important and there
are number of students who being taught by the number of
teachers. So, it is important to make the automatic decision
system with the help of mining tools to categorize the education
schemas, study material and the learning capabilities of the
students in the educational sector. They have divided their
educational mining work into four categories which are
computer-based learning analysis, computer-based analysis of
behavior, computer based visual analysis and predictive
computer-based analysis [1].

Mokhairi et al. worked on improving the education system of
Malaysia. They have selected Malaysian school under the Sijil
Education crite Arata Suzuki et al. worked on improving the
health care system. As the blood pressure is the common issue
to most of the person due to their hectic, tensioned but less
physical active life. The blood pressure is the pressure of the
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blood striking on the walls of heart while supplying the blood or
receiving blood. Blood pressure can be observed in two manners
systolic and diastolic. The blood pressure is checked using the
devices but the conventional devices are time consuming and
sometimes error prone. For making the blood pressure
gathering mechanism an efficient one, techniques have been
introduced and proposed. For implementing the techniques
total 84 data sets are selected from these data half are used for
teaching and half are used for testing.

Kiumi, Akingbehin proposed his work in the efficient
development of the software in terms of quality. The software
can be observed in three parameters, such as product, process
and project. All these parameters need proper attention so
these related to the quality of the software in cost effective. The
software quality improvement means the better functioning of
the system on which the software is working. Some software
operated critical devices such as aircraft, space shuttle, or
medical equipment, which should have the high quality but to
provide the quality in sophisticated manner is necessary [2].

Khasanah et al. conducted a study to find that high influence
attributes may be selected carefully to predict student
performance. Feature selection may be used before
classification for such job. The student data was from
Department of Industrial Engineering Universities Islam
Indonesia. They used Bayesian Network and Decision Tree
algorithms for classification and prediction of student
performance. The Feature Selection methods showed that
student’s attendance and Grade Point Average in the first
semester topped the list of features. When the accuracy rate
was considered, the Bayesian Network outperformed the
Decision Tree classification in their case [3].

Pedro, Strecht et al. predicted students results (pass/fail) and
their grades in their work. They used classification model for the
students results and a regression model for the prediction of the
grades. They carried out the experiments using the 700 courses
student’s data who studied at the University of Porto. They used
decision trees and SVM for classification while SVM, Random
Forest, and AdaBoost.R2 were best suited for regression
analysis. The classification model was able to extract useful
patterns, but the models for regression were not able to beat a
simple baseline. They used Cumulative Grade Point Average
(CGPA) for prediction of student’s yearly performance. The
dataset used was from Bangabandhu Sheikh Mujibur Rahman
Science and Technology University students’ records. The
authors used neural network technique for prediction and it was
compared with the real CGPA of the student [4].

Baradwaj, Pal have used Decision Tree algorithm to classify
students’ dataset obtained from VBS Purvanchal University,
Jaunpur (Uttar Pradesh) to predict students’ division on the
basis. Not only previous semester result has been chosen as the
attributes but the lab work and the seminar performance also
have contributed to the findings. Their research also able to
identify those students who needed special attention in order to
reduce fail ratio. The data collected contained various aspects of
students' records including previous academic records, family
background and demographics. Three classifiers viz. Decision
Tree, Naive Bayes and Rule-Based classifiers are applied to find
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the academic performance of students. The experiments
showed that Rule Based classifier was the best among the other
classifiers and its accuracy was found as 71.3%. The first-year
student’s level of success was predicted by the model.
Developed a data model to predict student’s future learning
outcomes using senior student dataset. They compared the data
mining classification algorithms and found that J48 algorithm
was best suited for such job based on their data [5].

Rafique et al. worked on the automatic analysis. For that
reason, they have focused on importance of analysis of
sentiment and coping the today’s needs in a global sense. They
have studied the comment and opinions from three selected
websites, in which they comments are written using the Urdu or
Roman Urdu For understanding and classifying the word for the
sentiment analysis they have taken the dataset from these
selected websites and then these comments with opinions are
then classified by the range of algorithms or classifiers for
checking the accuracy and efficiency of each selected classifier in
order to use the most suitable algorithm in the future. These
classifiers are SVM, Naive Bayesian and LRGSD. These are
famous and efficient classifiers but each works well in specific
situation and for this situation is best classifier for sentiment
analysis of Urdu with the accuracy value of 87.22 percentage [6].

Dewivedi et al. presented the research-based work on all
aspects of social media in the daily life. The three main aspects
of this research are goodness of social media on the life of the
people, the badness of social media and the ugly effect of social
medial on the people life. The author explains the advantages
and disadvantages of social media with different reference and
different datasets collected from social media [7].

Khan et al. worked on improving the automobiles industries
to proposed the way to analyze the reviews from the customers
for automobiles. For this reason, they have selected the
automobile websites from the vast range of websites. Then the
dataset is collected for the analysis which is written in the
Roman Urdu format. After the dataset is collected then it is
classified from the set of classification algorithms on the WEKA
platform for the efficient execution. With the help of this
platform and the presence of classification algorithms the data is
used for training as well as for testing. The testing data is ten
percent while the rest of the dataset is used for training for
better results. The algorithm used in this research work are NB,
Deep Neural Networks and Random Forest etc. [8].

Pang et al. elaborated the challenges and the issues related to
the opinion-based analysis and the fact-based analysis to most
of the sentimental software. This software is compared on the
basis of accuracy, efficiency and reliability. Furthermore, new
present software is compared with the previously available
software for the cost-effectiveness is also done. The dataset is
also considered that which kind of data is being analyzed for a
specific software. The quality of data is measured in terms of
economic factors, privacy and availability. This analysis is
suitable for selecting the suitable and relevant software or
algorithm for the opinion-based analysis [9].

Mehmood et al. worked on the analysis of sentiment for the
Urdu written in Roman style for communication now a days. For
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the analysis of sentiment weighting of words method used. This
method is helpful for doing the best analysis as it is regardless of
structure of written langue and also the spelling is defined to the
user’s site. The analysis is done for weighting method and three
suitable weighting methods are considered for this purpose. The
weighting methods are “Raw Weighting”, “Novel weighting” and
“Binary Weighting”. They testing is done on t-testing pattern
and the results showed that there is a significant amount of
change for the improvement by using the weighting methods

[10].

Asrofi et al. focused on the long set of textual information.
This textual information is difficult to analyze for some sort of
sentiment methods because of its large size. But for the high
accuracy and more reliability it is adaptive to take the large set
of data for training and testing. For the analysis of words, their
meanings, sequences and the future usage of the words for
understanding the behavior of person is necessary. For the
analysis of large data and finding these parameters, they have
used Deep Neural Networks for short and long parameter set
which works exponentially and the outcomes are efficient. This
method is good for large data sets and the large sets are the
future needs because of frequent usage. The analysis is basically
done for the Roman Urdu in larger perspective. They have also
introduced the methods to improve the analysis method for
sentiments and set the level of precautions to be avoided while
doing the classification in order to train the algorithm. The
selection of algorithm is another important thing because some
algorithms having limitations for being used in specific situations
[11].

Alam et al. focused on the importance of pure Urdu usage in
the communication and in most of the websites as language of
the nations is necessary to keep the nation recognized. The
transmission done in pure Urdu is much difficult because of
combining most Urdu words and also Urdu alphabets are more
than of English alphabets that is why most of the users find it
difficult to use Urdu as the communication. So, in this research
work they have first ever proposed the idea to take the
sentences in the form of Roman Urdu and converting these
sentences in the pure Urdu. The translator is taking the source
language and converts the language in to the Urdu. Between this
translator a classifier and sentiment analyzer are used which is
equipped with the artificial intelligence methods. This translator
can also work in parallel manner. There are two main
components of this translator: one takes the input as Roman
Urdu sentences or sentiments and other proposed the results in
Urdu language by considering the meaning, sequence and
formation. But using it parallel may degrade the performance so
there is a need to accommodate this problem in a sophisticated
way [12].

Bilal et al. worked on small datasets of comments written in
English as well in the Roman Urdu. The dataset is taken from the
blog on the required website and the comments are extracted
using the software named as “Web Extractor”, the taken data
consists of around three hundred comments half of the
comments reflects positive meanings and half of the comment
reflects the negative meaning of a specific situation. The
classifiers are selected to find out the analysis and the
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algorithms are selected in this way are NB, K-NN and Decision
Tree. These classifiers are suitable for small datasets and when
fast classification is required these classifiers are implemented
on the WEKA simulation platform and the dataset is given to
each of the selected classifiers for training and testing and also
these classifiers are compared on the basis of recall, precision,
accuracy and F-measure. The results of the simulation show the
KNN classifiers is much suitable for small datasets by achieving
the highest precision, accuracy and recall [13].

Syed et al. worked on the Urdu lexicon to create a lexicon
sentiment of this language. They build a corpus of opinion either
positive and negative and made a decision on the basis of
weightage. They made a review for electronics by the condition
of their products and the usage feasibility. On the other side
they have done the review analysis for movies to categories the
movies of views [14].

Abdul et al. highlighted the lexical variants for roman Urdu
reviews and comments found on internet. They designed
phonetic algorithm and map Urdu strings with their phonetic
algorithm [15].

Rehman et al. presented the inflection and derivational
morphology and how it can be used in various applications. In
this paper author stated that no work is reported relating to
Urdu stemmer which is beneficial and fulfil the requirement
of the Urdu language structure. The author proposed own
stemmer “Assas- Band” having accuracy about 91 % and it
replaced the old approaches [16].

Riaz et al. presented the problems and challenges faced in
developing the application of the Urdu language stemmer. He
defined the complexities in understanding of Urdu language into
machine readable form due to the less work and the complexity
of its morphological structure. The author explains the problems
related to stemming and design the prototype of Urdu language
as Urdu is quietly different language and diverse nature. Arabic
and Farsi have the same script like Urdu but their sentiment
cannot be used in the Urdu language [17].

Hridoy et al. developed lexicon-based sentiment analysis for
Urdu language. Author develop a lexicon based on negative and
positive sentiments and develop an algorithm to calculate the
polarity of Urdu text on the basis of developed lexicon. The
accuracy was 66%. The author discusses the challenges faced in
sentiment analysis of Urdu languages and common problems
when mining Urdu language [18].

Javed et al. done the bilingual analysis of tweeters of the
national interest. The national interest refers to the general
elections or the performance of government. For this analysis
they have taken the sentences or comments written in Roman
Urdu and English. They have built lexicon and developed the
bilingual dictionary for sentiwords on the WordNet [19].

Laudal et al. performed the analysis for sentiment of
tweeter’s tweets. The tweets are the comments which in form
of opinions about a specific topic. The opinions are helpful in
proposing the decisions about anything. In their research work
they have selected the news and considered they related tweets
on the tweeter to find out the best results. The strategies have
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been made to concatenate the news with relevant comments
either negative or positive and they proper meaningful solution
is made. They have compared the exploited statements for
check the accuracy and truth of the news on the basis of these
comments and weightage values [20].

Peldszus et al. mined the argument-based analysis of the
opinion in the formal way of representation and defined the way
to improve the arguments by studying the critical analysis of
literatures. The critical analysis is related to the deep learning
and understanding of the written text with the combinations of
arguments and built a decision-making tool for the required
needs. The textual data is combination with the arguments is
the adaptive approach. In this research work previous mining
methods are improved, analysis of the methods is done with RST
method of mining spectrum. Analysis on the basis of arguments
and comparing the previously available prototyping and mining
tools is a good approach to linguistics and computational logics.
They solutions are helpful in deciding the textual context
meaning in a more sophisticated way then neve be done in the
last decade in the field of text mining. The author also
recommended these techniques as the standardized task to
reduce the cost and time [21].

Li et al. done the review analysis for camera products. Before
doing actual analysis and proposing the model for analysis, they
have studies the existing text and opinion mining tools and they
made a suggestions and improvements from these tools. The
existing tools are measures in terms of accuracy that how
accurately they performed the analysis of sentiment, the
complexity in these tools that a user can found and the mining
capability that on to which extent these tools can mine the text.
After the analysis they have proposed the mining model for
useful reviewing system on automatic basis. They have done this
by using SRL and made the feature and sentimental lexicon for
the text of these reviews.

Raymond et al. worked on the novel based analysis on the
opinion-based mining and the bearing of opinion. They have
taken the pairs of opinion from the selected datasets and
extracted the required data for the suitable opinion mining. The
mining is done on the basis of entropy weightage, which is the
calculations of the opinions. The opinions are combined on the
basis of part of speech, semantics, position of vectors and part

Table 1: Imported data in rapid miner (a).
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of speech. This method is efficient for selecting the suitable
opinions and targeting the opinions which should be removed
[22].

Swaminathan et al. presented an extracting relationships
method between the bio-entities such as foods and diseases.
Author proposed three level for extraction this type of relation
which are weak, medium and strong. In their previous work they
have classified the polarities into major categories, which are
polarity with no relation, neutral polarity, positive and negative
polarities. The also worked on concatenating the semantic and
lexicon feature of the datasets to identify lexicon-based
features. The new proposed feature is combined with the
previously available features to efficiently analyse the opinion-
based mining system with the polarity value (~0.91). But this is
not the surety about the strength and accuracy of the system to
consider only polarity value (~0.96) [23].

Methods

Proposed system

Education data mining is widely being used application to
improve the quality of the education. In this research work the
data of government primary schools of various districts in
Punjab is collected. The data is about the attributes of three
entities which are student, teacher and school. The data is
collected in raw form but organized in the Microsoft Excel
sheets. This collected data is analyzed and sorted on the basis of
required attributes. The attributes are arranged and some
attributes are derived from two or three originally available
attributes [24-28]. The data consists of male and female primary
school of either rural areas or urban areas. This data is analyzed
by the help of data mining or analysis tool named as Rapid
Miner, it is very effective and productive tool that with the short
span of time large amount of data can be processed. The data is
processed and predicted in by making the retention attribute as
special attribute on which results are to be made and prediction
with the help of four different algorithms separately to analyze
the performance and accuracy of each algorithm [29-35]. The
uploaded data with attributes in rapid miner is given in Tables 1
and 2.

Roll Number Name of Student Gender s’:ﬂ:::t Attendance Retention marks T.Gender
366407 ABIDA NOREEN Female 14 80 Good 68 Female
388730 ADILA SHAHZADI Female 12 83 Good 67 Female
360399 AFZAL ZATOON Female 13 84 Good 54 Female

GHAZALA SHAHEEN
82375 ZAKAULLAH Female " 83 Good 55 Female
369508 Hafiza Beenish Female 12 84 Good 58 Female
392994 HAFIZA MAMONA MEHRAM Female 12 85 Good 62 Female
442161 MUHAMMAD ABU BAKAR Male 1 90 Good 74 Female
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456427 MUHAMMAD SHAFI Male 15 91 Good 85 Female
360067 MUHAMMAD YOUSAF Male 12 80 Good 59 Female
387742 MUSA YOUSAF Male 13 45 Good 45 Female
113432 NASRIN FATIMA Female 7 7 Good 65 Female
393832 RABIA KALSOOM Female 8 85 Good 62 Female
360513 SAJJAD HAIDER SHAH Male 5 89 Good 63 Female
82388 SAMINA YASMIN Female 9 87 Good 41 Male
82379 SHAHNAZ MALIK Female 5 89 Good 45 Female
412161 Shamsha Mushtaq Female 12 89 Good 78 Female
126598 SHIRHEEN ARSHAD RAZA Female 14 89 Good 75 Female
145626 TARIQ MEHMOOD Male 15 86 Good 74 Male
416058 TUQEER AHMAD Male 17 83 Good 71 Male

Table 2: Imported data in rapid miner (b).

T.Gender Teacher Age TP Degree Location of School
Female 41 y rur
Female 35 y ur
Female 41 n rur
Female 26 y ur
Female 55 n ur
Female 32 n ur
Female 28 y rur
Female 25 y rur
Female 35 y ur
Female 24 y rur
Female 56 n ur
Female 48 n ur
Female 43 n ur
Male 36 y rur
Female 28 y rur
Female 29 y ur
Female 36 n ur
Male 45 n ur
Male 58 n ur

© Copyright iMedPub

Results and Discussion

After the data uploading process a model for prediction is
designed and the required algorithms are selected. The
algorithms are Naive Bayesian, Random forest, support vector
machine and deep learning. All of these selected algorithms are
suitable for textual mining and prediction. The results are
created using the rapid minder tool and results for each
algorithm is taken [36-40].

Naive Bayesian: Prediction of Naive Bayesian is shown in
Figure 1.

4 7
Aftendence -
T.Gender -
Teacher Age .
Age of Student .
Location of School |
03 02 01 00 0.1 02 03
@ Supports ‘good @ Contradicts ‘good”
Figure 1: Prediction of Naive Bayesian

- J

Random Forest: Prediction of Random Forest is shown in
Figure 2.
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Important Factors for good

Attendence 1
T.Gender 1
TPDegree -

marks A
Age of Student 1
Gender -

Teacher Age -

03 02 .04 00 01 0.2 03
@8 Supports 'good’ @8 Contradicts ‘good’

Figure 2: Prediction of Random forest.

Support Vector Machine: Prediction of Support Vector
Machine is shown in Figure 3.

Important Factors for good

marks -

Teacher Age 1

Location of School = ur 1
T.Gender = MM 4
Attendence 1

Age of Student -

T.Gender =M -

075 -050 -025 000 025 050 075
@B Supports 'good’ @B Contradicts ‘good”

Figure 3: Prediction of SVM

Random Forest: Prediction of Random Forest is shown in
Figure 4.
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Comparison and Accuracy of selected
Algorithms

Comparison and Accuracy of selected Algorithms is shown in
Tables 3 and 4.

Table 3: Relevant features in prediction of each algorithms and not supported features

Name of Algorithm Supported Attributes Not supported Attributes
Naive Bayesian T.P Degree, Attendance, T. Gender, T. Age Gender of student, location of schools, age of student
Random Forest Attendance, T. Gender, T.P Degree, Marks Age of the student
Support Vector Machine Marks, T. Age, T. Ger;?uec;'éﬁ:tendance, Gender of Location of the school, age of the student
Deep Learning T.P Degree, T. Age, Attendance, T. Gender Marks, location of the school, age of the student.
Table 4:Accuracy level of each algorithm References
Name of Algorithms Accuracy 1. Aldowah H, Al-Samarraie H, Fauzy MW (2019) Educational Data
Mining and Learning Analytics for 21stcentury higher education: A
i i 0, . . . .
Naive Bayesian 75% Review and Synthesis. Telematics and Informatics 37: 13-49.
Random Forest 67% 2. Akingbehin, Kiumi (2005) Taguchi-based metrics for software
Support Vector Machine 73% quality. Fourth Ann.ual ACIS Inlternatlonal Conference on Computer
and Information Science (ICIS'05). IEEE.
i 0,
Deep Learning 7% 3. Khasanah UA, Harwati (2017) A Comparative Study to Predict
Student’s Performance Using Educational Data Mining Techniques.
H IOP Conf Ser Mater Sci Eng 215:1.
Conclusion g

Education data mining is adaptive application which is widely
being used in education sector to improve the quality of
education by analyzing and predicting the performance of
student on large scale. In this research paper the data of
students, teachers and schools of government primary school is
collected from various districts of Punjab either in rural areas or
urban areas of both male and female schools. The data is sorted
and only required features related to the teacher, student and
school are selected. The features contain round about eight
hundred entries and same entries for the testing. The data is
analyzed and predicted using the rapid miner tools by applying
the four algorithms. The algorithms are Naive Bayesian, random
forest, support vector machine and deep learning. From these
algorithms, the results are produced from the results it can
observed that the teacher degree, age and attendance of the
student are greatly impact on the performance of the student
which is retention in this case. On factors of the institutes can be
analyzed such as parent attributes or class room attributes in
future as a future work.
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