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ABSTRACT

In this article, we give an overview of the basic ellipsoid method, its antecedents and modifications made to improve
its rate of convergence. Furthermore, itsimportanceis highlighted.
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INTRODUCTION

In 1947, G. B. Dantzig formulated the Linear Prognaing (LP) problem and provided the simplex mettwdolve
it. The simplex method is still the widely used heat to solve LP problems, although polynomial-tiatgorithms
have emerged that work on the relative interiatheffeasible region in their search for solutiomshie LP problem.

The simplex method was made available in 195%. dini iterative ( i.e algebraic) procedure whichegitsolves a LP
problem in a finite number of steps or gives aridation that there is an unbounded solution orasifgle solution
to the problem under consideration. The simplexhagtcan be viewed as an exterior point method striceawls’
along the edges (vertices) of the feasible regidtsisearch for solution to the LP problem.

In 1979, Khachian L. G [11] resolved an open questif whether linear programming problems belonigethe P-
class (i. e. class of problems solvable in polyrartime) or to the NP-class (i. e. class of protdemt solvable in
polynomial-time). He adapted the ellipsoid metheddiin convex optimization developed independdoylshor [
19 ] and ludin and Nemirovskii [ 9 ] to give a pobmial-time algorithm for LP. In 1984, Karmarkarlp ]
introduced the first ever interior point projectialgorithm for LP problems. For his work, he wasaased with the
Fulkerson prize of the American Mathematical Sqgciahd the Mathematical Programming Society [12,. 22]
Karmarkar’'s [ 10 ] algorithm has led to the deyef®nt of other interior point algorithms for LP whicompare
favourably with the simplex method, especially fiooblems with large sizes.

2. The Basic Ellipsoid Method in R"
We discuss how the ellipsoid algorithm can be usedketermine the feasibility or otherwise of thetsyn of linear
inequalities with integer data in polynomial-time.

Suppose, we want to determine an n—tu;ébq, Xoyonn, Xn) that satisfies the following system of linear
inequalities:

a1X:a11X1+a12X2+"'+a1an s 181

X =a,X% tayX, +...ta, X, < L,

a X=a, X +ta,X +...+a,X, <6,
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which can be written in matrix notation &' X < b, where A is an mMXn matrix, X is an n — vector and is an
m — vector.

Furthermore, suppose that the column vectors quoreing to the outward drawn normal of the constsaare
a, a,, ...,a,and the components &f are 3, B, ..., [, then A" X < b, can be restated as

a'x< .. (2.1)

we assumen >1

Roughly speaking, the basic idea of the ellipso&thud is to start with an initial ellipsoid contaig the solution
set of (2.1). The centre of the ellipsoid is inteatep a candidate for a feasible point of the lgrabAfter checking
whether this point satisfies all linear inequafitiene either produced a feasible point and therigthgn terminates
or one found a violated inequality. This is usedaastruct a new ellipsoid of smaller volume anthve different
centre. Now, this procedure is repeated until eithéeasible point is found or a maximum numbeitefations

(i e.6n2L) is reached. In the latter case, this implies tihatinequality set has no feasible region.

TheBasic Iteration:
The ellipsoid method involves construction of awsatpe of eIIipsoidsEl, E2 e Ek, .. each of which contains

a point that satisfies the system (2.1) if onetexi®n the(k +1)St iteration, the method checks whether the centre
X, of the current ellipsoicE, satisfies the constraint (2.1). If it does, thiea method stops. However, if it does not

satisfy the constraint (2.1), then some constraisare violated by, i. e

a'x, > [ forsomei =1<i<m (2.2)
are chosen and the ellipsoid of minimum volume duaitains the half — ellipsoid
{XD Ek‘aisz aTxk} ..(2.3)

is constructed.

The new ellipsoid and its centre are denoteddyy, and X, ,, respectively

— Bka
Xeg =Xy —T| ——— .(2.4)

Ja'B,a

o(B,a)(B,a)’
B.,, =0|B ———* 27/ 2.5
K+l |:k a'B.a (2.5)
2 n?
whereT =——, 0 = and9d = 5
n+l n+1 n“-1

T is known as the step parameter, whiteand O are the dilation and expansion parameters reségti

The ellipsoid method gives a possibly infinite dtéve scheme for determining the feasibility of gystem (2.1).
However, this problem can be solved by initialiaati

Khachian [ 11 ] have shown that the feasibilitynon-feasibility of the system of linear inequal#i(2.1) can be

determined within a pre-specified number of itenasii. ei e.6n’L by performing any of the following:

(i) modifying the algorithm to account for finite prsidin arithmetic
(ii) applying the algorithm to a suitable perturbatiéthe system (2.1) and

(i) choosingE,, appropriately

The system of inequalities is feasible if and oiflyermination occurs with a feasible solution bdetperturbed
system within the prescribed number of iterations.
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[3] Precursorsof the Ellipsoid M ethod:
In this section, we present some antecedents tellipsoid method.

(i) The Relaxation M ethod
This method for linear inequalities was introdusédultaneously by Agmon [ 2 ] and Motzkin and Safitoerg [ 16
]in 1954. They considered the problem (2.1) i. e

T
a'x<f
and produced a sequent{exk} of iterates. At the(k +1)% iteration, if X, is not feasible, then a violated

constraint (say (2.2)) is chosen and we set
T
a X, —
X1 = X _/‘ka( : ﬂj

a'a
where /1k is called the relaxation parameter. For Motzkird é&8choenberg’s [ 16 ] method, they considered
A = 2, while Agmon [ 2] chosd) < A, <2.

..(3.2)

Agmon [ 2 ] showed that each iterate came closesdiye fixed ratio to the set of feasible solutibart its
predecessor.

The difference between the relaxation method aadtsic ellipsoid method is that the ratio in tharfer depends
on the data of the problem rather than the dimendBmunds on the ratio have been provided by Aginén,
Hoffman [ 8 ], Goffin [ 5, 6 ] and Todd [ 21 ].

(if) The Subgradient and Space Dilation M ethod:
The subgradient method for minimizing a convex mtessarily differentiable) function

f:R" - R
was first introduced by Shor [ 19 ].
The method has the general form:

Xir = X _ﬂkni_k” ... (3.2)
K

where g, is a subgradient of the functiof at X,

To solve (2.1), we can minimize

f(x) = max{max(afx—,é’i )O}
then @ =@, is a subgradient off at X, if aiTX >[5, is the most violated constraint for (2.1). The ichaof
M, that ensures global convergence are given in Enmpk | and Polyak [ 18 ]. For instancg/, — O and
Z,uk = oo . Suffice, however with very slow convergence resySee Bland et al [ 3 ]).

(i) TheMethod of Central Sections:
The method was developed by Levin [ 15 ] and Newfnbn ], where they addressed the problem of miziimg a

convex functionf over a bounded polyhedrdR, O R".

The method produces a sequence of iteral%rxk} and polytope {Pk} by choosing X, and

P. = {X U Pk‘ng X< ng X, } as the centre of gravity d, and whereg, is a subgradient of at X, .

Now, since f is convex, P,, contains all points o, whose objective function value is not greater ttfen

value of X,. In this case, the volume of,,, is at most (1—e’1)x volume of B, i.e volume of
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P < (1—6_1) X .volume of B,. Calculating the centre of gravity of polytopes twitnany facets in high
dimensional spaces is a very difficult task. Her@sjin [ 15 ] proposed1 = 2 for simplification.

[4] Modifications of the Ellipsoid M ethod:

Here, we discuss some modifications, as presenteBldnd et al [3] and polynomial equivalence cdiodis of
Adejo [1], that could be made on the ellipsoid aiipon in trying to increase its rate of convergence

(i) Deep cuts (i. e. violated inequalities):

Shor and Gershovich [ 20 ] were the first to prapthe use of deep cuts to speed up the ellipsoidade

SupposeX, violates aiTX < .. The ellipsoidE, ,, is determined by formulae fox,,, (2.4) andB,,,(2.5) and

it contains the half eIIipsoic{XD E, ‘aTXS a’x, } Since it is only required thak,,, contains the smaller
portions of E, i. e {XD E, ‘aTX < ,8}, it seems obvious that we can obtain an ellipgdidmaller volume by

using “deep cuty a' x < instead of the cug' X < a' X, which passes through the centre as shown in
g p K p g

figures (1(a)) and (1(b)).
E K+l

m s

gl
T T
X a x=a x
\v/ﬁ|":'

Fig 1(a). Theellipsoid method without deep cuts

EF:-+1

Fig 1(b). The ellipsoid method with deep cuts

The smallest of such ellipsoids is given by:

B.a

Ja'B,a

Xy =% =T
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[Baca
Ja'B.a
whereT =(1+naj, J:M 5:(n—2](1—02)

n+1 n+YL+a)’
a'x, —p

Ja'B.a

Now, by computing @ for each inequality in (2.1) we can select the @seput possible i. e, the cut that
corresponds to the largest possible volumé .off the value of @ is greater than one, then the system (2.1) is
infeasible.

B... = 9| B,

and a =

(i) Surrogate cut:
The basic idea here is that if inequalities (21&) @mbined, it may be possible to obtain cuts éinat‘deeper” than

any cut generated by a single constraint of thguaéties (2.1). Any cut of the form:

u'A'x<u'b

i.ea'x< p

witha=Auand S=u'b

is valid as long asl = 0. Since no point that satisfy (2.1) is cut off bistinequalities.

Goldfarb and Todd [ 7 ] introduced the term ‘suategcuts’, while Krol and Mirman [ 14 ], proposdtttidea of
using surrogate cuts in the ellipsoid method. Blahdl [ 3 ] have stated that the best or deepegsbgate cut is that
which can be obtained by solving

maqu (A%, -b)
u=0 IuT AT BAu
which is equivalent to solving a quadratic prograngrproblem. LetA'X<b be any subset of constraints (2.1),

where the columns oA\ are linearly independent and at least one of ¢mstcaints is violated by, . It has been
observed in Goldfarb and Todd [ 7 ] that if

u=(A"B,A)"(Ax, -D) .(33)
is non-negative, then the surrogate cut

u'A"x<u'b
is deepest with respect to that subset.

The price to obtain the deepest or nearly deepesbgate cut is too high a price to pay in solvimgadratic
programming problem or computirig by (3.3). Hence, Goldfarb and Todd [ 7 ] sugggstet only surrogate cuts
which can be generated from two constraints neatbhsidered.

(iii) Paralle cuts
If (2.1) contains a parallel pair of constraints:
a'xsp
and —a'x< -4
then, it is possible to use both constraints siamelbusly to generate a new ellipsddg,; .
T
a X, —
g% B
Ja'B,a

Let
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é: /B_aTXk
Ja'B.a

~ 1 ~
aq <— anda<-a<l
n
then formulae (2.4) and (2.5) with

r:(—a_ajd
2

g = 1 n+ 2}\ (1—0'&—£j
n+1 (a-a)? 2

and P =/4(-a2)1-4%)+n?(a? - a2)
generates an ellipsoid that contains the s{ixé] Ek‘ ,é <a'x< ﬂ}of E, when 8= ,@, i.ea'x =/ forall

feasible X,

a=-a
and we obtain

L {1_%(6,2 g 2(1—or2)ﬂ _nf-a?)

n n-1
that is, rank(Bk+1). =rank (Bk ) —1and E,,; becomes flat in the directive &.

Like in the case of deep cuts, Shor and Gershoyvizh ] were the first to suggest the use of parallgs and
provided formulae for implementing them. They ateived formulae for circumscribing an ellipsoid (bose to
minimum volume) about the region of a unit ball avttbse normal are mutually obtuse.

The formulae for parallel cuts were also derivetependently by Konig and Pallaschke [ 13 ], anddTo#l] with
proofs that they give the ellipsoid of minimum vole contained there-in.

(iv) Polynomial Equivalence Conditions:

Adejo [ 1 ] have proposed polynomial equivalenceditions for the relaxation and ellipsoid methoas well as for
the relaxation and the subgradient space dilati@thads respectively. With the aim of increasing thge of
convergence of the ellipsoid method as follows:

For the relaxation method from (3.1)

T —
Xes1 = X _Ak{an—ﬂj ... (4.2)

a'a
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while for the ellipsoid method from (2.4)
B.a

Ja'B,a

For both (4.1) and (4.2) to coincide

T _ [TB
T=Aﬁ{axk ﬂj a 5a .. (4.3)

a'a (B.a)

Xeg =X =T . (4.2)

For the subgradient/space dilation method from)(3.2

Xerp = X — A ...(4.9)
ol
For both (4.2) and (4.4) to coincide
Ja'B.a
r=H9a Ba ..(4.5)

(,Bka)u Ok H

We note from (4.3) thara’/]k, while from (4.5),7 @ U, . Adejo [ 1] proposes the use df as given in (4.3) and
(4.5), instead of the one used in the basic elighmethod (2.4).

CONCLUSION

The ellipsoid method have been used to resolve gpestions of whether linear programming probleeisiged
to the P-class or not. Furthermore, it had als;mhesd to show that certain combinatorial optiniizaproblems
belong to the P-class while others are NP-hardatRely, little computational experience with théipsoid

algorithm is available but the general consenstisaisit is not a practical alternative to the siexpnor Karmarkar’s
algorithms.

Although the ellipsoid method has shown some insummable difficulties in its practical applicabylitits overall
impact on theoretical developments, combinatoriatingization and in handling problems with an expuisd
number of constraints cannot be denied. It is gisobelieved that the dilemma of considering tHgsbid method
as theoretically significant but practically imposhed indicates the need for more reconsideratfoits various
complexity measures.
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