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ABSTRACT

The present paper studies two stage specially structured flow shop scheduling problem with jobs in a string of
digoint job blocks in which processing times are associated with their respective probabilities, where the
optimization criteria is the utilization time of machines. The objective isto minimize utilization time of machines for
two the stage specially structured flow shop scheduling problem with jobs in a string of digoint job blocks. The
algorithm proposed in this paper is very simple and easy to understand and also provide an important tool for the
decision maker. The algorithmisjustified by a numerical illustration.

Keywords:. Utilization Time, Specially Structured Flow Shoph®duling, Processing time, Equivalent job, Johs in
String, Disjoint Job Blocks, Elapsed Time.

INTRODUCTION

Scheduling is the determination of order of varifiss (tasks) for the set of machines (resourcas) ¢hat certain
performance measures are optimized. Schedulingvesdime tabling as well as sequencing informatiérjobs

(tasks). Scheduling is generally considered toreeaf the most important issues in the planning @petation of a
manufacturing system. Better scheduling systemsi@sficant impact on cost reduction, increaseddpativity,

customer satisfaction and overall competitive athvge Scheduling leads to increase in capacityzatibn,

improves efficiency and thereby reduces the tinguired to complete the jobs and consequently isa®dhe
profitability of an organization in present compigé environment.

In general flow shop scheduling problem, n-jobs t@rde processed on m-machines in some particutser an
which passing of jobs on machines is not permitietinson [1] developed the heuristic algorithmtfes and three
stage production schedule for minimizing the makes@almer, D.S., [2] gave a heuristic algorithmdequencing
jobs to minimize the total elapsed time. The gelnexan problem was solved by Smith and Dudke [3]mBall et
al. [4] proposed the generalization of Johnson’shoe by developing artificial two machine problefnrsm the
original m-machine problem and solved them usinigndon’s algorithm. Gupta, J.N.D. [5] gave an aldponi to
find the optimal schedule for specially structufledv shop scheduling. Maggu, P. L. and Das, G g#}e the basic
concept of equivalent job for job block in job sequing. Anup [7] studied two machine flow shop peo with
equivalent job for an ordered job block.

Anup and Maggu P.L. [8] gave an optimal schedutenf® flow shop problem with job blocks of jobsvitich first
job in each job block being the same. Heydari {@fid flow shop scheduling problem with processfgbs in a
string of disjoint job blocks. Singh, T.P., Kum&, and Gupta, D. [10] studied the optimal thregyetaroduction
schedule in which processing time and set up timih bvere associated with probabilities including jolock
criteria. Singh T.P., Kumar, V. and Gupta, D. [Etjdied nx2 flow-shop scheduling problem in whichgessing
time, set up time each associated with probalsildieng with jobs in a string of disjoint job bleclGupta, D., Sharma,
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S. and Gulati, N. [12] studied nx3 flow shop schHieduproblem in which processing time, set up tieaeh associated
with probabilities along with jobs in a string agpbint job blocks. Gupta, D., Sharma, S., and B&la[13] studied
specially structured two stage flow shop problenmiaimize the rental cost of machines under prénéef rental
policy in which the probabilities have been assedawith processing time. Gupta, D. et al. [14d&td two stage
flow shop scheduling with job block criteria andawmilability of machines using branch and bounchmégque.
Gupta, D. et al. [15] studied 3-stage speciallpdtired flow shop scheduling to minimize the rerdat of
machines including transportation time, weightaflos and job block criteria.

In this paper w2 specially structured flow shop scheduling probleith jobs in a string of disjoint job block is
considered. Two machine specially structured fldvops scheduling problem has been considered duesto i
applications in real life as there are cases whermptocessing time of jobs on machines does netr@kdom values
but follow some specific structural conditions. T$teng of disjoint job blocks consist of two digjbjob blocks
such that in one job block the order of jobs iefixand in second job block the order of jobs istiamty. The
objective of the study is to obtain an optimal satpe of jobs to minimize the utilization time of chines in case of
specially structured two stage flow shop schedufingblem with jobs in a string of disjoint job blkecand to
develop a new heuristic algorithm, an alternativéhie traditional algorithm proposed by Johnsot]std find the
optimal sequence to minimize the utilization tinfer@chines.

Practical Situation

Manufacturing units/industries play an importarierim the economic development of a country. Praditg can
be maximized if the available resources are utliz® an optimal manner. For optimal utilization afailable
resources there must be a proper scheduling syfstetihe resources and this makes scheduling aynigiportant
aspect of manufacturing systems. The practicabs@n of specially structured flow shop schedulzfurs in
banking, offices, educational institutions, factsrand industrial concern. In our day to day waykimfactories and
industrial units different jobs are processed oriows machines. In textile industry different typesfabric is
produced using different types of yarn. Here, thettaken in dying of yarn on first machine is ajwdess than the
weaving of yarn on the second machine. In two nreeproblem the jobs are required to be processedamhines
A, B in specified order. When certain ordering bé tiobs to be processed is prescribed either bdyntdogical
constraint or by externally imposed policy the agptcof job block is significant. Thus, the job taepresents the
relative importance and group binding of jobs. Eglemof jobs in a string of disjoint job block oceuin steel
manufacturing industries where certain jobs sucheading and molding must be carried out as a fjgbdlock in
processing and other jobs such as cutting, grindihgpming etc. can be processed in a block disfoam the first
block in an optimal order to minimize the makespan

Assumptions and Notations
The assumptions for the proposed algorithm aredta¢low:

a) Jobs are independent to each other. Let n jobsdmegsed thorough two machines &md M, in order M M,
b) Machine breakdown is not considered.

C) Pre-emption is not allowed. Once a job is startechanachine the process on that machine cannaioppes
unless the job is completed.

d) Expected processing times; And A for jobs i and j must satisfy the structural conditions viz. A > A, or
Aip < A, for each i and j.

€) Each job has two operations and each job is predassough each of the machine once and only once.

f) Each machine can perform only one task at a time.

0) A job is not available to the next machine untitlamless processing on the current machine is cegl

h) The independency of processing times of jobs orsthedule is maintained.

i) Only one machine of each type is available.

) Zhipa =135 pe=1,0<p;<1

K) Jobs §, ig, ======--=nnnnn--- , Iy are to be processed as a job blogkifj ----------------- , In) showing priority of job
over p etc. in that order in case of a fixed order jodckl

The following notations have been used throughloeifpaper:

0. Sequence of n- jobs obtained by applying Jofssalgorithm.

ox. Sequence of jobs obtained by applying the pregp@dgorithm, k =1, 2, 3, ------ .
M;: Machine j, here j= 1, 2.

a;: Processing time 6f' job on machine )

pj: Probability associated to the processing time a

Aj: Expected processing time iBfjob on machine M
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tj (ow): Completion time of" job of sequence on machine ¥ where,
tj = max (L), 60+ Ay ]22.

T (o): Total elapsed time for jobs 1, 2, -------- fom sequencey.

lj (o): Idle time of machine Mor job i in the sequencs.

U; (oy): Utilization time for which machinb; is required for sequeneg.
Aj (oy): Expected processing timei6fjob on machine Mor sequence.
a: Fix order job block.

B: Job block with arbitrary order.

P« Job block with jobs in an optimal order.

S: String of job blocka andp i.e. S = §, f5)

S': Optimal string of job blocks andpy.

Problem Formulation

Let njobs { = 1, 2, --------—-- , n) be processed on two maekiN; (j =1, 2) in the order MM,. Let a; be the
processing time of" job onj™ machine with probability jpsuchthat 0< p; < 1 and}}_; p;; = 1. Take two job
blocksa andp such that the job block consist of s jobs with fixed order of jobs af@onsist of r jobs in which
order of jobs is arbitrary such that s + r = n amul§ =@ i.e. the two job blocks andp are disjoint in the sense that
the two blocks have no job in common. Let So=f{). The mathematical model of the problem in matobm can
be stated as:

Table-1
Jobs Machine W Machine M
i a1 Pi a2 Pi2
1 an P11 ap P12
2 an P21 ax P2z
3 Az P31 Az Psz
n am Pn1 an2 Pnz

Our aim is to find job bloclg, with jobs in optimal order and an optimal stringp§job blocksa andpy i.e. to find
a sequence of jobs which minimizes the total elapsed time &rdce minimizes the utilization times of machines
given that S =d, B).

Mathematically, the problem is stated as:

Nfimze T (o) and hence
Ntimize U, (o).

Proposed Algorithm
Step 1: Calculate the expected processing timggifen by A = a; x p;.

Step 2: Take equivalent jolw for the job block (r, m) and calculate the progggsime A, and A, on the
guidelines of Maggu and Das [6] as follows:

A=A+ An— m!n (Ans, Ar).
A=A+ Amp— min (Any, Ar).

If a job block has three or more than three jolentto find the expected flow times we use the prypbat the
equivalent job for job-block is associative i.ey,((), is) = (i1, (iz, i3)).

Step 3: Obtain the new job block, from the job blocks (disjoint from job blocka) by the proposed algorithm
using step 6 by treating job blogk as sub-flow shop scheduling problem of the maiabjgm. Obtain the
processing timedg, ; and4g, , as defined in step 2.

Step 4: Now, reduce the given problem to a new problemédplacing s-jobs by job block with the processing
times A, and A, and remaining r (= n—s)-jobs by a disjoint job ¥ with processing timedg, ; and4g,, as
defined in step 2. The new reduced problem carpeesented as:

192
Pelagia Research Library



Deepak Guptaet al Adv. Appl. Sci. Res., 2016, 7(4):190-196

Table: 2
Jobs| Machine M| Machine M
i Ail Ai2
o Au As2
Br Aga Apy2

Step 5: Check the structural conditions that A Ap or Ay < Ap, for each i and jIf the structural conditions hold
good go to Step 6 to obtafh and follow step 7 to find’S®therwise modify the problem.

Step 6: Obtain the new job bloc having jobs in an optimal order from the job blgcidisjoint from job blocky)
by treating job block3 as sub-flow shop scheduling problem of the maiobjgm. For findingpy follow the
following steps:

(A): Obtain the jobJ, (say) having maximum processing time chriachine and job, Jsay) having minimum
processing time on"2machine. If J# J then put Jon the first position and &t the last position and go to 6 (D)
otherwise go to 6 (B).

(B): Take the difference of processing time of jelod M, from job } (say) having next maximum processing time
on machine M Call this difference as {GAlso take the difference of processing time df joon machine Mfrom
job 3. (say) having next minimum processing time on Mall this difference as GNow follow step 6(C).

(C): If G, < G, then put Jon the last position ang an the first position otherwise putdn T position and ,J on
the last position. Now go to step 6(D).

(D): Arrange the remaining (r-2) jobs, if any betweéhjdb Jor J & last job J or J_; in any order; thereby due to
structural conditions we get the job blogks - ... B, of jobs each having same elapsed time when trestadb-
flow shop scheduling problem of the main problermt i, = 81 (say).

Obtain the processing timdlg, ; and4g, , for the job block3y as defined in step 2.

Step 7: For finding optimal string Sollow the following steps:

(a) Obtain the jobl, (say) having maximum processing time ohrhachine and job'J (say) having minimum
processing time on"2machine. If | # I'; then put ] at the first position and;lat the second position to obtaih S
otherwise go to step 7 (b).

(b): Take the difference of processing time of jeloh M; from job L, (say) having next maximum processing time
on machine M Call this difference as HAlso take the difference of processing time df f@ on machine Mfrom
job I'; (say) having next minimum processing time op Mall this difference as HIf H; < H, then put % on the
second position and bn the first position otherwise pytdn T position and’s on the second position to obtain the
optimal string S

Step 8: Compute the in - out table for sequengef jobs in the optimal string'S
Step 9: Compute the total elapsed timedi)

Step 10: Calculate the utilization time 4bf 2" machine fowy, given by
Uz (0 = T (0w) — Aaa (00)-

Numerical llustration

Consider 5 jobs to be processed in a string Sspbidi job blocks on 2 machines as job bleck (3, 5) with fixed
order of jobs and job blodk = (1, 2, 4) with arbitrary order of jobs such thah B =@. The processing times with
respective probabilities are given in the followiadle:
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Table: 3

Jobs Machine Wl Machine M
i a1 Pix a2 Pi2
1 18 0.2 9 0.1
2 26 0.1 8 0.3
3 12 0.2 7 0.2
4 20 0.2 8 0.2
5 17 0.3 3 0.2

Solution: As per step 1: The expected processing time fothinas M and M,are as follow:

Table: 4
Jobs| Machine M| Machine M
i Air A
1 3.6 0.9
2 2.6 2.4
3 2.4 1.4
4 4.0 1.6
5 51 0.6

As per step 2: Processing time ,Aand A, for the equivalent job block (3, 5) are
calculated as:

o A+ A — min (A, Ar) (Here r=3 & m=5)
4A25.1 — min (5.1, 1.4)
571.4=6.1

uélF Ar2 + Am2 —min (Anla Ar2)
410.6 — min (5.1, 1.4)
$21.4=0.6

As per step 3, 5 and 6: Sincg A Aj, for each i and j for jobs in blogk and so using step 6 we calculife We
have By = (4, 2, 1).

Now, we know that the equivalent job for job-bldskassociative i.e. ((ii,), i3) = (i1, (i2, i3)) and so we have,
Bx=(4,2,1)=((4, 2), 1) =vg, 1), wherey; = (4, 2)
Therefore,
Ay, 1=4.0+26-min (2.6, 1.6) =6.6 -1.6 = 5.0.
Ayg2=16+24-min(2.6,1.6)=4.0-1.6=2.4.
Ap,1=5.0+3.6-min(3.6,2.4)=8.6-24=6.2
Ap2=24+09-min (3.6,2.4)=3.3-24=09
As per step 4: The reduced problem is defined below

Table 5
Jobs| Machine M| Machine M
i Ai A
o 6.1 0.6
B 6.2 0.9

Here A, > Aj, for each i and j and thus the structural relatioolsl good.

As per step 7 the max/A= 6.2 is for job blociy i.e. I, =Bx and min A = 0.6 is for job block. i.e. Iy =a. Since |
Z1';, so we put4 = B, on the first position and,l= a on the last position. Therefore, the optimal stré as per
step 7 is given by'S (By, o).

Hence, the optimal sequenegof jobs as per string o, =4-2-1-3-5.
The in-out table for optimal sequenggis:
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Table: 6

Jobs| Machine M| Machine M
i In-Out In-Out
4 0.0-4.0 40-5.6
2 4.0-6.6 6.6 - 9.0
1 6.6 — 10.2 10.2-11.1
3 10.2-12.6| 12.6-14.(
5 12.6 -17.7 17.7 - 18.3

Therefore, the total elapsed time =dk)(= 18.3 units.

Utilization time of machine M= U, (S) = (18.3 — 4.0) units.
= 14.3 units.
Remarks
If we solve the same problem by Johnson’s [1] methy treating job bloclg (disjoint from job blocka) as sub
flow shop scheduling problem of the main problemgeethe new job blocR’ as:

pr=(2,4,1)

The processing timd,; andAg, for the job blockB’ on the guidelines of Maggu and Das [6] are catedla
below.

We havep’ = (2, 4, 1).

Now, B’ = (2, 4, 1) = ((2, 4), 1) =(, 1), wherex’ = (2, 4).
Ay, =2.6+4.0-min (4.0, 2.4) = 6.6 — 2.4 = 4.2.
Ay, =2.4+1.6-min (4.0,2.4) = 4.0 - 2.4 = 1.6.
Agy=42+36-min(3.6,1.6)=7.8-16=6.2.
Agri, =1.6+0.9-min (3.6,1.6)=25-16=0.9.

The reduced problem is defined below:

Table: 7
Jobs| Machine M| Machine M
i Ail Ai2
o 6.1 0.6
B 6.2 0.9

By Johnson’s [1] algorithm the optimal stringiSgiven by 3= (3, o).

Therefore, the optimal sequenedor the original problem corresponding to optirstiing S is given by =2 — 4 —

1-3-5.

The in — out flow table for the optimal sequencis:

Table: 8

Jobs | MachineM; | Machine M,
i In - Out In - Out
2 0.0-2.6 2.6-5.0
4 2.6 -6.6 6.6 — 8.2
1 6.6 —10.2 10.2-11.1
3 10.2 -12.6 12.6 - 14.0
5 12.6 - 17.7 17.7 - 18.3

Therefore, the total elapsed time =di) € 18.3 units.

Utilization time of machine M = U, (g) = (18.3-2.6) units.
=15.7 units.
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CONCLUSION

The algorithm proposed here to minimize the utilaatime for specially structured two stage flomop scheduling
problem with processing time associated with prdhigs including jobs in a string of disjoint jollocks is more
efficient as compared to the algorithm proposedldlgnson [1] for optimization of utilization time ofiachines.
From table 8 we see that the utilization time ofchiae M, is U, (¢) = 15.7 units with makespan of 18.3 units.
However, if the proposed algorithm is applied tkibzation time of machine Mas per table 6 is 4{o\) = 14.3 with
the same makespan of 18.3 units. Hence, the prdmdgerithm is more efficient as it optimizes bditle makespan
and utilization time simultaneously.
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