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ABSTRACT

Recommender system focuses on techniques that could predict user interest and give assistance while the user
interacts with the Web in finding relevant information. It attempt to make sense of the data generated by his past
interaction and predict in future choices. The focus of research in the area of recommender system has been on
accuracy in the past decade, but the trend is changing with an increasing interest in this area of research. This
paper is an attempt to provide an overview of the state of the art in new dimension of recommender system research.
Novelty and serendipity refers to the search of finding something new by a user while browsing world wide web.
Traditional recommender system algorithm focuses on accuracy that tries to compare accuracy with past data
which limits the scope of novelty and serendipity to a great extent. Novelty pertains to giving something new which
the user have not accesses before but similar in taste while serendipity is a chance discovery that could be really
beneficial for a user at certain times. This paper will present an outlook on the existing research carried out in this
area, their specialized focus with respect to an applicative objectives and the need for a more comprehensive new
entrant in this sphere in the light of the current scenario. The paper will also present a novel methodology based on
temporal parameters to include the novelty and serendipity in recommender system. In the end, the paper will be
concluded by listing some challenges and future trends in this research area.

Keywords. Data Mining, Web Mining, Recommender system, Ntyvederendipity, Temporal dimension, .

INTRODUCTION

Web personalization is the process of customizingeb site to the needs of each specific user ookesers,
taking advantage of the knowledge acquired thrahghanalysis of the user’s navigational behavidr lfg@egrating
usage data with content, structure or user profiiea enhances the results of the personalizatioceps [8]. The
personalization of Web services is a leap in thedtion of alleviating the information overload ptem and
making the Web a friendlier environment for itsngs®aniel E. O’'Leary from the University of SoutheCalifornia
coined the phrase ‘Al renaissance ‘in 1997, to dieschow artificial Intelligence (Al) can make theternet more
usable. Personalization technology is part of teatissance [18]. As stated in Mobasher and D3i:[19

"...the Web is ultimately a personal medium in whéstery user's experience is different than any sther
Principal elements of Web personalization includedeling of Web objects (pages, etc.) and subjacters),
categorization of objects and subjects, matchirtgvéen and across objects and/or subjects, andndietgion of
the set of actions to be recommended for persaiadiz [20].

Recommender System are part of the personaliztgimologies and are presented as new generatemén tool
that help user in navigating through informationtbe internet and receive information related trtpreferences.
Although most of the time recommender systems amied in the area of online shopping and ententeint
domains like movie and music, yet their applicapils being researched upon in other area as Wwedrnet and
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World Wide Web is changing the way people live anchmunicate with each other. Together with thisrehis lot
of information bombardment on the user who wantadwess some information on the internet. In thdstrof this
complex environment of web, Recommender Systemeseas an agent that helps user in getting the anefev
information. With the growth of economy and advehhew technology, many people are using intereet aource
of information for making comparative analysis obgucts that they would like to buy online. In tlismpetitive
market, many venders are employing different sfriateto attract customers. The customers are balabarith
information on the internet, finding relevant amaslgich is a dotting task. Recommendation systerosige one
such way to solve this problem by providing usethwelevant information based on his user proflaiser profile
is generated on the basis of user navigation lyistod his similarity with other users. Recommerfsigstem gives a
list of recommendations to the user that is anngiteof predicting user's preferences. A websitengisa
recommendation system can more effectively progidiser with useful and relevant suggestion thaldciulfill his
current information requirement. As such, thesesiteb have an edge over others in gaining custdoyaity as
well as long-term partnership.

The term recommendation system was first introduzgdResnick and Varion [23] to generalize the cpbaa
collaborative filtering [10]. They implemented tfiest recommender system using collaborative fittgrtechnique.
Since then the term is being used by differentardeers and is explained in various ways. The mosimon
technique used for building recommendation systeoollaborative filtering, so much so that manyeegshers use
both these terms interchangeably. There are feer déithniques also which are for making recomménidasuch
as content based filtering, demographic and knogdetlased technique but they are not so widely egpli
Collaborative filtering is the most successful aggltechnique, prominent example of which is amazam. In all
these technique, the user is given recommendatidheobasis of similar user profiles, which arecakdted through
various measures. The commonly used similarity omegsare Pearson correlation coefficient, Cosinalagiity
measure, Manhattan, Jaccard and Eucledian distahoa@ators.

A number of recommender systems are applied irouardomains on the internet and each one of thiem tio
accurately predict user preference. Although Recendar Systems (RS) are chiefly applied in the afeae-
commerce, their domain areas are constantly enigrgdDne of the latest examples is their use in gbeial
networking sites which are deploying the strategfe®commendations.

Kohavi and Provost [13] suggest five desideratsstarcess in data mining applications:

— data rich with descriptions to enable searctpfdterns beyond simple correlations;

— large volume of data to allow for building reliamodels;

— controlled and reliable (automated) data colbexti

— the ability to evaluate results; and

— ease of integration with existing processes (tiddbsystems that can effectively take advantagehef mined
knowledge).

Rarely are all these criteria satisfied in a typidata mining application. Personalization on thebBNand more
specifically in e-commerce, has been consideredkitler application” for data mining, in part beese many of
these elements are indeed present [17]. Thereeaezad commercial recommender system deployedvariaty of

application domain (see Table 2) that could proyeesonalized web experience to a naive user. Téetems
could be useful particularly for new user that iigding it difficult to discover relevant data. Hove, giving

personalized recommendation to a new user is atidguiask as little information is available regagihis interest
and requirements. These limitations have beenealgtiesearched upon in the area of recommendezrayst

There has been a notion that personalization ofiteis simple a poor excuse for bad design [#§o At is been
said that personalization only works when inforimatis simple to describe in machine-understandabias, and is
relatively unchanging. More complex needs meanstifeacomputer has to know a lot about the useigiwtaises
issues of privacy. One of the biggest problems w#hsonalization services is obtaining the infoforagbout the
users, as it is difficult to get people to take tinge to fill in forms and answer questions abdgmselves. But with
the advancement of the area of web mining and gerai researchers working in this field , lot ofhaiques and
approaches has been developed that provides autosadtition for user convenience. The best pelsmateon
services, such as that used by Amazon to recomipeoks, do not require the user to enter any inftionaabout
themselves.

152
Pelagia Research Library



Chhavi Rana Adv. Appl. Sci. Res., 2013, 4(1):151-157

Table2: Major Applications Domains of Recommender system websites

Sr. No. Application Product
1 E-commerce Amazon.com, ChoiceStream.com, CleverSet.com, ebyay.c
2 Movies MovieLens.umn.edu, Whattorent.com, Netflix.com, iefimder.com, reel.com
3 Music Last.fm, MyStrands.com, Pandora.com, cdnow.com
4 Books WhatShouldIReadNext.com, Whichbook.net, Lazylibreoyn, Librarything.com, Bookhints.com,
Booklamp.com, Goodsreads.com, Bookexplorer.com
5 Travel Wanderfly.com, Trazzler.com, expedia.com, makermpytdm
6 Social networking site Facebook.com, Myspace, tiokedin.com
StumbleUpon.com, MappyFriends.com, StuVu.com, $jricom,
! Research papers YourVersion.com, Xmarks.com, DailyPerfect.com
State of the Art
Novelty

Another new dimension which is being investigateilly is the idea of novelty. After a time similggms which
are popular with everybody are been recommendeshtegdly. This becomes very frustrating for the weimes
when he looking for something new. Abbassi et &].gxamines the case of over-specialization in meoender
systems, which results from returning items thattap similar to those previously rated by the u$eey develops
an algorithm Outside The Box (OTB), that attemptsdentify regions that are underexposed to ussrdaking

some risk to help users make fresh discoveriedewhaintaining high relevance. On the other ha®®lma and
Herrera [5] presents two methods named, item aed eentric to evaluate the quality of novel recomdadion.

They observe that though CF recommend less nosal than CBF, user’s perceived quality is higherisTik

because CF is biased towards popularity, effeatiogelty and network topology while CBF is not afest at all.
Park and Tuzhilin [22] deals with the concept ofelty in a whole new way. They attempt to study lieg tail

problem of recommender systems where many itentiseilong Tail have only few ratings, thus makingpard to
use them in recommender systems. They are rarebnmmended but have got potential to interest usémes,

finding which is not a trivial task. On the othean, Vargas and Castells [28] noted that ther@dk bf well

defined evaluation metrics in this area that take account their ranking. Therefore, they proposdthmework
built upon three ground concept namely choice,alisty and relevance and generalizes several statge cart

metrics using them. Vargas [28] also presentedafty@ication of intent oriented Information Retriévhversity

techniques to the RS field, which is still in pregs together with the formalization of novelty alivkersity metrics
for their evaluation.

Ser endipity

Serendipity is a tendency for making fortunate oNscies while looking for something unrelated
(http://dictionary.cambridge.org/dictionary/britiserendipity). As explained by Herlocker et al.l][there is a
surprise element attached to it that differs itnfrthe novelty feature. Due to the explosive growthweb and
henceforth the choices emerging from it, usersl@oking for adventurous encounters, in additiorthte normal
requirement. Although the effect of serendipity RS is being studied by very few researchers, igaming
popularity lately. One of prominent work in thigettion is carried by Iquinta et al. [12]. He sthtbat there are
some context in which user requires unsearchedtiuaseful items or pieces of information. He poses a hybrid
RS that joins a CBF and serendipity heuristics lideo to mitigate the overspecialization problemhwsurprise
suggestion. In addition, Ge et al., [9] emphasigt@nneed to evaluate the quality of RS beyond racgu They
analyze the role of coverage and serendipity agamaks of recommendation quality, and presentehways to
measure them as well. The Table 1 illustratesief tine work mentioned above according to eachrpater

Table 1 Novely and serendipity in Recommender Systems

Sr.

No Parameter Description References
Abbassi et. al.,2009
1. Novelty Quality of being striking, new and origi that discover new items for the usel. Celma and Herrera, 2008

Park and Tuzhilin, 2008

It is propensity for making fortunate discoveriehil@ looking for something Ge, Battenfeld and Jannach, 2010

2. Serendipity unrelated. Differs from novelty in the sense thatigprise element is attached.| laquinta et. al., 2007

Temporal serendipity and novelty in recommender system

Temporal serendipity refers to serendipity thatakulated using a time variable and it also rédlébe changes in
user preference over a period of time. The usént# Bis a dimension in the area of recommender mystsearch
has come into focus recently when Koren [14] wanfiimous Netflix prize. Netflix is online movie pakthat uses
recommender system to help user is finding movieth&ir choices and they announced a prize to fired best
algorithm that surpasses the accuracy of theireatisystem. Koren [14] and his team devised a rmfgctorization

algorithm that uses time as an integral parametarcrease the accuracy of the recommender sydtgoritam. He
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further stated that after a period of time only pemal dimension could help in increasing the accyraf the
system. As the goal of novelty and serendipitycangrary to the traditional parameters that catedlaccuracy of a
recommender system, researchers are often caufdixrto optimize novelty and accuracy. The usdgemporal
dimension could facilitate in the optimization ofamtaining accuracy as well as novelty and seretydipWe
propose a simple measure to add temporal dimemsithe prediction module of a recommender systegetterate
novel as well as serendipitous recommendationdifisaal recommender system consist of two phashs. first
phase generates similar users based on calculdistance between them using tradional measuresasiclsine
similarity. The second phase is the prediction phibat predicts the choice of the target user usiimiar users.

We now formulate the recommendation modeling probla terms of predicting the unknown ratings usang
matrix representation by transforming it into a gi#ed matrix approximation problem and using thel@ionary
clustering based approach for solving it. Let Uuf {-" be the set of n users and I={if" be the set of m items.
Let A =n*m be the,) ratings matrix such thatia the rating of the user ufor the item;i

There are the two phases of our recommendation Imfmte generating novel as well as serendipitous
recommendations using temporal dimension:

(i) Neighborhood computation, which involves the ragingatrix and computing the neighbor of a particulser or
item which could be later used for prediction,

(i) Prediction, which consists of estimating an unknaating from the neighborhood calculated above, and

The main objective of this component is to compaltehe parameters that are required for fast ptexdi of the
unknown rating. We perform similarity computatiansorder to choose neighborhood for a particular tkrough
Pearson correlation coefficient [23]. In order tonpute the rating prediction,R:for the target (user, item) pair (ut,
at), the following steps are taken.

Firstly, we take the similarity computation valugghe target user with each of the surrogate modets who have
rated at using the Pearson correlation coeffiaigven below and we find up to | surrogate userstramsilar to the
target user:

Ay )R, —RAL)

Sue = — 1
asil Ry, o ~RAy )" Lo (Re n—RA-

Hr.a dr-

where | is the set of items rated by both the tamger and i-th surrogate user.
Ry, oS the rating prediction of user item pair, &)

RA,; the average rating of user time pair ut

R.i.is the rating prediction of user item pair, &3

RA.is the average rating of user item pajr C

Secondly. we compute prediction using the adjusteighted average:

TR -
Lij—y

R, .= RA, —+ =

@)

where R; »is the rating prediction of user item pair, &3
RA.is the average rating of user item pajr C

Sit «iiS the value calculated in the first step

K is the number of neighbors (clusters)

HOEDY Zs{i

3)
MATERIALSAND METHODS

This paper tries to understand the process of @saiyuser preference and detecting those chaogpeesent
generate novel as well as serendipitous recommiendan a recommendation model using a Matlab.driqular,
we look at the performance of our approach withchemark system on predicting user ratings on Mowsldataset
[25]. By doing so, pros and cons of the proposedharism is investigated to give a full understagdirfi the
advantage of this approach in the area of recomaresgstem. To compare the performance of our E@go
algorithm, we also entered the training ratingsistt four other benchmark recommendation engirtaus, we
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have done empirical comparison of our approach wlélssic correlation-based approach, the Pearsoerhental
collaborative filtering [21] as a baseline for rafiprediction and TimeSVD [16] as well. The testre run on a
Pentium 4 2.80 GHz computer with 512M RAM. Testsewain on Matlab Version 7.01 on Microsoft WindoMiB
Professional.

The dataset is divided into ten 80%-20% randormmit@st splits for evaluating the prediction accyrand then the
results are averaged over the various splits. iBhione for performing Ten-fold cross validatiorvihich the final
results are averaged on these ten sets. For tpegriof comparison, we perform the same experimesing other
benchmark recommender models. We use the samédsiratiox, and number of neighbors. We obtained rating
predictions for each sample according to the sjpetgicommendation model. We evaluated the resulitsguthe
MAE metric and also noted the run time elapsedilis®conds.

RESULTS

In this section, the results of experiments perfminio evaluate the effectiveness of our proposedtaing
approach is presented. As discussed earlier, we lised the Movielens datasetl consisting of 100,808gs (1-5)
by 943 users on 1682 movies. We used mean abside (MAE, RMSE and runtime) to evaluate and corapa
different methods. Four methods were used for coispa

1. BENC: Benchmark method based on the Pearsoalation coefficient
2. IKNN: Incremental KNN method

3. TimeSVD: Singular value decomposition.

4. TNOVA: Proposed approach

Table 1 Results obtained

Algorithm | Modeling Time(milliseconds per rating) | MAE (t=1) | MAE (t=10)

BENC 1.532 0.7463 0.7435
IKNN 3.23 0.7425 0.7534
TimeSVD .09 0.7336 0.7336
TNOVA .09 0.7359 0.7381

The performance comparisons for rating predictimmall the algorithms are summarized in Table le proposed
approach have a break the barrier of optimizinguesmy and proved to be as accurate as the traditadgorithm.
Clearly, from the Table 1, it can be inferred ttiz¢ prosed methods performs better than traditibeachmark
Pearson similarity based approach IKNN. Furthermarecan see that the models TimeSVD can indeqzbdorm
our TNOVA method given that they were updatedvatrg time step(i.etd=1) although the difference is not very
significant. The two incremental algorithm TimeS\ARd IKNN uses a simple strategy to incrementalintain
their model at each time step given new rating®yTiise the parameters in the most recent modeittalize the
training of the next model. There is very littleacige in parameters in frequent updates, so we pseaaneter td
that controls how frequently the model is updatedetrained. Thus our model is less computationedgensive
that the other models and yet give promising result

Challenges and Future Trends
The study of recommendation systems over the ksade have brought to light a number of issuesrthest be
addressed if these systems are to find acceptaititia ¥he wider context of personalized informatiecess.

The wealth of research projects described in tlewipus section means that the demand for better Miaeing
solutions for personalization is high. However, saallenging research problems must be addredstusi
demand is to be fully met. Issues that cut acrbiss ¢he applications are henceforth describedemstprogress will
consequently have the broadest impact. The gogkrfonalization and recommender system is to peoukrs
with what they want or need without requiring thearask for it explicitly. This does not in any wamply a fully
automated process, instead it encompasses scendugos the user is not able to fully express eyagtiat they are
looking for but in interacting with an intelligesystem can lead them to items of interest [2].dwailhg are listed
some of the major issues that needs to be caterguravide a better recommender system with some new
dimensions of research. In particular, we dischesigsues that are related to upcoming area ofrasgoals such

as serendipity and novelty in area of recommeng&em research:

a)Privacy
There are some technical limitations with the aiditn of the needed data, and maybe even more tangothere
are a large amount of ethical issues involved. @lea thin line between collecting data for therlssbenefit and an
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Orwellian way of spying. Currently U.S. laws imposéle restrictions on private parties communiogti
information about people, leaving it up to the feartinvolved to define the extent of any such comication
through a contract [29].

b)Recommendation List Diversity

While most research into recommending items hasemnated on the accuracy of predicted ratingsrafédictors
have been identified as being important to useng §dch factor is the diversity of items in theoramendation list.
In a user survey aimed at evaluating the effectiwdrsification on user satisfaction, it is fournt it had a positive
effect on overall satisfaction even though accumacthe recommendations was affected adversely [J0lere is a
great need for a shift in focus that is relatedh® functionality offered by recommender systena ttan exploit
directly the usage data, and add more value tbrhvsing experience of the user.

c)Adapting to User Context

Personalization aims to “hide” the rigidity of th@ernet by providing useful, contextually relevamformation and
services to the user. However, context as a corw@ptarely been incorporated into personalizatsearch. One
of the reasons for this is that it is hard to arat a consensus of what defines context let afodeling the
concept.

d)Using Domain Knowledge

Dai and Mobasher [6] provide a framework for intgrg domain knowledge with Web usage mining foerus
based collaborative filtering. They highlightedttsamantics can be integrated at different stagéseoknowledge
discovery process. Thus, a related practical issuike requirement for a common representatiorhefextracted
knowledge, i.e., the user models generated by Welmgtools.

€) Managing the Dynamicsin User Interests

Most personalization systems tend to use a staiiigpof the user. However user interests arestatic, changing
with time and context. Few systems have attemptdthhdle the dynamics within the user profile. Dedavior of
users varies over time and it should affect thesttomtion of models. For instance, the interest ager in insurance
scheme advertisements is only expected to ladtthetuser buys a scheme and then it should dexseakienly. A
Recommender system should be able to adapt tcsthrés ibehavior, when this changes.

f) Evaluation of personalization models

Finally, an important problem of recommender systésnthe lack of studies comparing their perfornearichis is
partly due to the difficulty in producing objectie¥aluation criteria. Clearly, carrying out a comgive evaluation
of various systems at different levels is a difficask. However, the results of such an evaluatvonld be of great
value to the design of effective recommender system

CONCLUSION

Designing and maintaining web based informatioriesys, such as Web sites, is a real challenge. ©§ViD, it is
much easier to find inconsistent pieces of infoiomathan a well structured site. The study of repwnder system
and its research could help a lot in building totbiat can support the design, development and evance of
complex but coherent sites. The approach is midthdlinary, involving Software Engineering and ifidial
Intelligence techniques. There is a strong relatietween structured documents (such as Web sitelsy @rogram;
the Web is a good candidate to experiment with sofrthe technologies that have been developed finvae
engineering. Novelty and serendipity has been tiy&t®d by a lot of researchers recently in thetexinof
recommender systems. It has been an important topiecommender system research in recent yeans fne
standpoint of supporting human-centered discovérignowledge. The present day model of web mininfiessi
from a number of shortcomings as listed earlier. s&ésvices over the web continue to grow, there il a
continuing need to make them robust, scalable dficiemt. The paper proposes a new approach thes to
optimize the opposite goals of serendipity and tiguesing temporal dimension. Te empirical evidesoggests a
positive output. Thus, these novel features caappdied to better understand the behavior of tseséces, and the
knowledge extracted can therefore be useful foiouarindices of optimizations. There is need todgtthe
loopholes in the analysis of user behavior in thditional form that focuses just on accuracy Theetbpment of
these new dimension will make recommender systedelwiacceptable in various other domains that @ist
commerce.
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