Available online at www.pelagiaresearchlibrary.com

Pelagia Research Library

Advancesin Applied Science Resear ch, 2012, 3 (5):2906-2911

Library
| SSN: 0976-8610
CODEN (USA): AASRFC

Minimizing Rental Cost for Specially Structured Two Stage Flow Shop
Scheduling, Processing Time, Setup Time Associated With
Probabilities I ncluding Weightage of Jobs

Deepak Gupta', Shashi Bala? and Payal Singla’

'Department of Mathematics, M.M. University, Mullana, Ambala, India
Department of Mathematics, M. P. College for Women, Mandi Dabwali, India

ABSTRACT

This paper is an attempt to develop a new heuristic algorithm, an alternative to the traditional algorithm proposed
by Johnson (1954) to find the optimal schedule of jobs to minimize the utilization time of the machines and hence,
their rental cost for two stage specially structured flow shop scheduling under specified rental policy in which
processing times, set up times are associated with their respective probabilities including weightage of jobs. In most
of literature the processing times are always considered to be random, but there are significant situations in which
processing times are not merely random but bear a well defined structural relationship to one another. A numerical
illustration is given to support the algorithm.
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INTRODUCTION

In flow shop scheduling problems, the objectivetdsobtain a sequence of jobs which when processeth®

machines will optimize some well define criteriaveley job will go on these machines in a fixed ordemachines.
The research into flow shop problems has drawreatgattention in the last decades with the aim imize the

cost and to maximize the effectiveness of induspraduction. Various techniques have been seauthtcodeal

with flow shop scheduling problem such as critipath method, branch and bound algorithm, heurisiéthod,

Gants Charts, method of adjacent pair wise jobréhnge, tabbu search method, idle operator mettmdThe

optimization algorithm for two, three stage flowoghproblem in order to minimize the processing srhave been
developed by Johnson [10]. Smith [16] consideredimmize of mean flow time and maximum tardiness. 8ah

the note worthy heuristic approaches are due toebah[14], Chandersekhran [3], Bagga and BhamZnGupta

Deepak [7], Narain [12,13], Chakarvarthy [4], Mag§uDas [11] etc. Yoshida & Hitomi [19] consideretet

problem with setup time separated from processing.tSetup includes work to prepare the maching@rfocessing.
This includes obtaining tools, positioning workgmnecess material, return tooling, cleaning up,isgtthe required
jigs and fixtures, adjusting tools and inspectingtenial and hence significant. Maggu [11] gave dlgorithm to

minimization of weighted mean flow time of jobs. elfweight of a job shows the relative priority oeeme other
job in a schedule of jobs.

In the sense of providing relative importance i filocess Chandermouli [5] associated weight withsjob

Gupta, Sharma & Bala Shashi [9] studied specidilyctured nx2 flowshop scheduling under specifiental policy

in which processing times are associated with drities. This paper is an attempt to extend thelgtmade by
Gupta, Sharma & Bala Shashi by introducing the getand weightage in jobs. Thus the problem disclibsee
become wider and more practical in process indudi¥g have obtained an algorithm which gives minimum
utilization time & hence minimum rental cost.
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Practical Situation:

In our day to day working in factories and indwesrimany applied and experimental situations odcue. practical
situation may be taken in a paper mill, sugar figcemd oil refinery etc. where various quality @fpers sugar, oil
are produced with relative importance i.e. weighfdbs hence weightage of jobs is significant. ¥asi practical
situations occur in real life when one has gotgrssient but does not want to take risk of investinge amount of
money to purchase machine. Under such circumstatieesnachine has to be taken on rent in ordeomnaptete the
assignments. In his starting to establish an imglust factory, an industrialist does not have eroowney or does
not want to take risk of investing huge money tochase machines. So he prefers to take the macbmesnt.

Renting enables saving working capital, gives aptior having the equipment and allows up gradatmmew

technology.

Notations:

S:Sequence of jobs 1, 2, 3, ..... , N.

S.: Sequence obtained by applying Johnson'’s procedure
M;: Machine j, j=1,2

a;: Processing time of'ijob on machine M

p;: Probability associated to the processing tife a

Aj;: Expected processing time of job on machine M

s;: Set up time of'1 job on machine M

g;: Probability associated to the set up tiie s

S;: Expected set up time df job on machine M

w,:Weight of " job

C : Rental cost of'! machine.

t; (S): Completion time of'? job of sequence,®n machine M
Tij(SK): Idle time of machine |Mor job i of the sequence.s
Uj(SJ): Utilization time for which machine Ms required.
R(S): Total rental cost for the sequengeoBall machine.

Definition:

Completion time of'f job on machine Mis denoted by;tand is defined as:
i = max (ty,, §j2) + 3 X P+ S1,) X Gy, j

= max (L1, §j1) + Aj+ S, jforj>2.

Where

A = Expected time ofijob on |" machine.

S; = Expected setup time d job on |" machine.

Rental Policy:

The machines will be taken on rent as and when #ineyrequired and are returned as and when theyoalenger
required. i.e. the first machine will be taken emtrin the starting of the processing of job 8, rAachine will be
taken on rent at time whef' job is completed on®Imachine.

Problem formulation:

Letnjobs 1,2, 3, ..... , N be processed on two ma@shM, and M, in a way such that no passing in allowed. Let a
be the processing time dt job on J" machine with probabilities;pand § be the set up time of job on [ machine
with probability ¢. Let A; and § be the expected processing time and set up tisgeotively of " job on [

machine; wbe the weight of'1job. A be the weighted flow time of th& job on |" machine such that either
Al = A

or Al < A, for all values of i,

Our aim is to find the sequence J®f the jobs which minimize the rental cost of timachine.

The mathematical model of the problem in matrixriaran be stated as:

Jobs Machine W Machine M Weight
| Q1 | P | S1 | Oa | @ | P2 | S2 | G Wi

1 A1 | Pu | S1 | Ga | &z | Pz | Si2 | Quz Wi

2 1 | Po1 | S1 | O | @z | Poz | S22 | Oz W,

3 31 | Pa1 | Ss1 | Osa | @z | Psz | Sz | Oz W3

n Sh1 | Po1 | S| Ohi | Sz | Pz | Sz | Oz Wh
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Mathematically, the problem is stated as:
Minimize R(]) = Y A1 x G + Ux(S) x G

Subject to constraint: Rental policy P.
Our objective is to minimize rental cost of maclsinehile minimizing the utilization time.

Assumptions:

1. Jobs are independent to each other. Let n-jeldcessed through two machineg M; in the order MM..

2. Machine break down is not considered.

3. Pre-emption is not allowed.

4. Either the weighted flow time of'ijob of machine M is longer than the weighted flow time dt job on
machine M or the weighted flow time of"ijob on machine Mis shorter than the weighted flow time Bfjob on
machine M for all i.

Either A} = AL, Or A< A
5.1 =1,201=1,2p>=1,>0-=1
6. 0<pi=<1, O<pp<1, 0<q;<1 and Gq;p<1

Algorithm:
Step 1: Calculate the expected processing timeeapdcted set up time as follow:

Aj=gxpjand $=gxqg Uij

Step 2: Calculate expected flow time for two maekiivi and M, as follow:
Ai'l =A1-S and A’12 =A,—- S i

Step 3: Ifmin A}, AL) = Al
ThenG= A +w

And H = Al,

If min (A ,AL)= Al
G=A),

ThenH= A}, +w

Step 4: Find weighted flow time for two machines &amd M, as follows:

n I n H
Aj=—and A,=—

3

Step 5: Define a new reduced problem with the psiog timesA;’l andAi"z. As defined in step 4.

Step 6: Check the structural relationship:

Either A" > Aj, O, j

or A" <A, 0ij

If the above relation hold good then go to steps@ enodify the data.

Step 7: Obtain the job, Jsay) having maximum processing time ohrhachine obtain the joh, §say) having
minimum processing time orff%machine.

Step 8: If 3+ J, then put Jon the 1 position and Jon the last position and go to step 11 otherwiséogstep 9.
Step 9: Take the difference of processing timeobfJ on M, from job J (say) having next maximum processing
time on M. Call this difference as GAlso take the difference of processing time adf Joon M, from job J.;

(say) having next minimum processing time op Mall this difference as G

Step 10: If G < G, put J, on the last position and dn the first position otherwise putdn the first position and,d
on the last position.
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Step 11: Arrange the remaining (n-2) jobs betwe®jolh and last job in any order, there by we getsbguences
SLS, . S.

Step 12: Compute the total completion time CJ),(8=1, 2, ..., r. By computing in-out table for segee & K= 1,

Step13: Calculate utilization time,(%,) of 2" machine.

U2(S) = CT () - Au(S)i K=1, 2, ...t

Stepl14: Find rental cost RS A (S) % C, + U, (S) x C, where G & C, are the rental cost per unit time 6f 1
and 2% machine respectively.

Numerical llustration

Consider 5 jobs, 2 machines problem to minimizerdmal cost with weights of jobs, processing tiamg set up
time associated with their respective probabilites given in following table. The rental cost pit time for
machines Mand M, are 10 units and 5 units respectively. Our obyeci$ to obtain optimal schedule to minimize
the utilization time and hence the rental cost athines under the rental policy (P).

Jobs Machine W Machine M Weight
i ai1 P S1 g1 az P2 S2 Gi2 Wi
1 30 0.2 1 0.1 15 0.2 3 0.1 2
2 45 0.3 3 0.2 10 0.3 4 0.1 3
3 50 0.1 4 0.2 20 0.2 2 0.3 1
4 60 0.2 3 0.3 18 0.2 3 0.2 1
5 40 0.2 2 0.2 12 0.1 1 0.3 2

Solution:
As per Step 1: Expected processing time and setgfor machines Mand M is as follow:

Jobs| Machine M| Machine M | Weight
i Ai St | Ae S, Wy
1 6.0 0.1 3.0 0.3

2 135 06| 3.0 0.4
3 5.0 08| 4.0 0.6
4 120 09| 36 0.6
5 8.0 04| 12 0.3

NEFE,RFRPWN

As per step 2, 3 & 4: reduced problem with weigHtew time for two machine Mand M is as follow:

J(?bs Machine M A:’l Machine M A|"2
1 2.85 2.45
2 4.37 1.8
3 4.4 4.2
4 11.4 3.7
5 3.85 1.4

Data is as per step 6 i.e. the conditig; > A7, for all i hold good.
Also max A?, = 11.4 which is for job 4 i.e4 & 4.

And min A?, = 1.4 which is for job 5 i.e,3 5.

Since J # J,

Therefore, we put;J 4 on the first position

And J =5 on the last position.

Therefore as per step 11 the optimal sequences are:

hapnns
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Due our conditions, the total elapsed time is stomall the six sequences.

The in-out table for any one of these say fordS- 1 — 2 — 3 - 5 is as follow:

Machine M | Machine M
in - out in - out
0-12.0 12.0-15.6

129-189| 189-21.9

19.0-325| 325-355

33.1-38.1| 38.1-42.1

38.9-46.9 | 46.9-48.1

G wWNBE —“C_)'
- o

Total elapsed time = CT(B= 48.1 units

And utilization time for M = 48.1 — 12.0 = 36.1 units

n
Also Y Aj; = 49.6 units
i=1

Therefore total rental cost fog 8 R(S) = 649.5 units

Hence the total cost rental cost for each of tlyisace {§}, k==1, 2,...6 is
R(S) = 649.5 units

Remarks: If we solve the above problem by Johnson’s rulend get the optimal sequenceas S=3-4-152

Jobs| Machine M| Machine M
i In Out In Out
0-5.0 5.0-9.0

58-17.8 | 17.8-21.4

18.7-24.7| 24.7-27.3

24.8-38.3| 38.3-41.3
38.9-46.9| 46.9-48.1

aONEFE bW

Therefore the total elapsed time = CT(S) =48.1
And utilization time for M = U, (S) = 43.1 units
Therefore rental cost is R(S) = 684.5 units

CONCLUSION

1.The algorithm proposed here for specially struaturgo stage flow shop scheduling problem procestime,
setup times associated with probabilities with wéage of jobs is more efficient as compared to dlyorithm
proposed by Johnson [10] to find an optimal segedncminimize the utilization time of the machinedahence
their rental cost.

2.The study on nx2 specially structured flow shopesieiing may be further extended by including vasiou
parameters, such as break down intervals, weiglthjgds etc.

3.The study may further be extend for n job 3 machiimv shop problem.
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