
International Journal of Applied Science - 
Research and Review

2016
Vol. 3 No. 6: 5

1

iMedPub Journals
http://www.imedpub.com

Editorial

© Under License of Creative Commons Attribution 3.0 License | This article is available in: http://www.imedpub.com/applied-science-research-and-review/

DOI: 10.21767/2349-7238.100050

Elena Niculina Dragoi

 Department of Chemical Engineering, 
Applied Informatics and Automation 
Group, Gheorghe Asachi Technical 
University of Iasi, Romania

Corresponding author: 
Elena Niculina Dragoi

 elenan.dragoi@gmail.com 

Assistant Professor, Faculty of Chemical 
Engineering and Environmental Protection, 
Department of Chemical Engineering, 
Applied Informatics and Automation group, 
Gheorghe Asachi Technical University of Iasi, 
Romania. 

Tel: 0232278683

Citation: Dragoi EN. Machine Learning Tools 
for Engineering Processes Modelling. Int J 
Appl Sci Res Rev. 2016, 3:6.

models that based on symbolic representation solve classification 
problems [4] k-NN is a simple algorithm, a type of instance based 
learning.

ANN’s do not significantly differ from a number of statistical 
models, the learning and training phases being similar to the 
parameter estimation phase in conventional statistical models 
[5]. Distinctively from statistical models (that generally have too 
restrictive rules) ANN’s are flexible, can have a complex structure 
(and consequently be more representative) and can be highly 
nonlinear (being able to model any type of function) [6]. Also, 
ANN’s have a direct manner to acquire knowledge about the 
system (through learning), can work with continuous data, can 
be regarded as ‘black-boxes’, the solutions can be robust and 
have a high degree of accuracy [7]. Due to these characteristics 
it was widely applied to model different types of systems, 
literature presenting various examples and reviews related to 
the use of ANN’s in engineering [6,8-12]. However, it must be 
taken into consideration that ANN’s have a series of drawbacks 
and their easiness of use can be misleading. Consequently, it 
is recommended that a careful analysis of the system must be 
performed previous to the application of the modelling procedure. 
The main drawbacks of the ANN’s consists: i) The training data 
should (ideally) cover the entire domain (range) of the system; ii) 

Introduction
In some cases, modelling engineering systems (and not only) 
using classical techniques (statistical and phenomenological 
approaches) is a difficult task, especially when taking into 
consideration their complexity and the multiple interactions that 
take place internally. In this context, alternative solutions that 
can efficiently and easily solve these systems are necessary. The 
area of Machine Learning (belonging to the Artificial Intelligence 
domain) can provide such techniques, the best known examples 
being represented by Artificial Neural Networks and Support 
Vector Machines. Various studies proved their efficiency in 
many cases but it must be taken into consideration that these 
approaches are not panacea and their use must be carefully 
evaluated.

Models of specific systems have various applications that 
range from providing the base for optimization to generating 
predictions that can be useful for control and decision making. 
Unfortunately, not all the systems can be easily modelled and 
solved. In the engineering area, the main reasons for this difficulty 
are related to: i) Complexity; ii) Incomplete knowledge related 
to the phenomenology (chemical and physical interactions that 
take place in the systems); iii) High order derivatives. These 
problems are especially related to the phenomenological models 
(deterministic), literature presenting other two types of models: i) 
Statistical-stochastic (based on the principle of uncertainty); and 
ii) Empirical models (directly related to the functional relationship 
between variables and parameters through empirical data) [1].

The majority of modelling and classification tools from 
Machine Learning area (Artificial Neural Networks -ANNs-, 
Support Vector Machines -SVM-, Decision Trees Learning -DT-
, k-nearest neighbours -k-NN- and so on…) belong to the group 
of empirical models and do not suffer from the drawbacks of 
the other approaches. They also have a good performance and 
with little modifications can be applied to systems with various 
characteristics. In this context, they come as good alternatives, 
especially when the other approaches fail to provide acceptable 
results.

ANN’s are inspired from the biological brain and they rely on the 
inner structure of available data sets [2]. SVMs have their roots 
in statistical learning and optimization methods [3] and they 
are usually used for classification purposes although they also 
have regression capabilities. DT are acyclic-directed graphical 
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The design (topology and internal parameter determination) in 
based on very few precise rules (especially topology); iii) There 
is no guarantee of finding a near optimal solution; and iv) The 
solution provided is difficult to rationalize [7].

SVM, a supervised learning method, aims to find a classification 
hyperplane that meets the requirements [13]. The three main 
essential elements of SVM that ensure its success (by overcoming 
problems such as curse of dimensionality and over-fitting) are: 
Principle of maximal margin, dual theory and kernel trick [3]. 
Although they have good theoretical foundations and have 
a series of advantages that cannot be overlooked, SVM’s are 
difficult to implement and their parameters are not easy to find, 
still existing no consensus and contradictory opinions related to 
this aspect [14].

Among all the approaches from Machine Learning that can be 
used for modelling, ANN’s and SVM are the most known and 
widely used. This does not imply that the other methods are 

not as fast or efficient, it is just that they are older approaches 
(ANN proposed in 1943 and SVM in the late 1960) and they were 
implemented in various software that made their use simpler and 
easier. The main difference between the two is represented by the 
risk minimization principle used (ANN implements the empirical 
risk minimization and SVM the structural risk minimization) 
[14]. Consequently, the performance of each approach on the 
same system is different, depending on a variety of factors 
such as dimensionality, type of objective, manner in which the 
performance is measured, and so on. As a result, attention must 
be paid to all these aspects in order to ensure that the solution 
provided by the selected methodology is acceptable. Their 
advantages make them sough after approaches but, in order to 
not get trapped into the No Free Lunch theorem (that states that 
if an algorithm performs well on a specific type of problem that 
does not necessarily means that it will perform well on another 
type), one must also take into consideration their problems 
(disadvantages) and suitability to the system being modelled.
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