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ABSTRACT

ECG i.e Electrocardiogram represents electrical activity of the heart. When the ECG is
abnormal, it is called arrhythmia. Millions of ECGs are taken for the diagnosis of various
classes of patients, where ECG can provide a lot of information regarding the abnormality in the
concerned patient, are analysed by the physicians and interpreted depending upon their
experience. The interpretation may vary by physician to physician. Hence this work is all about
the automation and consistency in the analysis of the ECG signals so that they must be
diagnosed and interpreted accurately irrespective of the physicians. Many works have been done
previously but this paper presents a new concept by application of MATLAB based tools in the
same weighted neural network algorithms. This will help to reduce the hardware requirements,
make network more reliable and thus a hope to make it feasible.To do so various networks were
designed using the MATLAB based tools and parameters. Two classes of networks were
designed, but with different training algorithms, namely Perceptron and Backpropagation. They
were provided training inputs from the data obtained from the standard MIT-BIH Arrhythmia
database. After training different forms of networks, they were tested by providing unknown
inputs as patient data and the results in the whole process from training to testing were recorded
in the form of tables. There are many types of abnormalities in ECGs like Ventricular Premature
Beats, asystole, Couplet, Bigeminy, Fusion beats etc. In this paper only fusion beats have been
discussed and so results associated with it only has been given, though the same principle was
used to make networks for analyzing normal as well as ventricular premature beats too. The
results for the fusion beats were best in the case of Feed Forward network algorithm. The
percentage of correct classification is 96%. The results are compared with the previous work
which concludes that the Feed Forward network with backpropagation Trainbfg algorithm is
best for fusion beats classification.
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INTRODUCTION

Today many patients are suffering from cardiac |emls. Heart disease is the most common
cause of death in the world. In recent years cemalle work has been done to assist
cardiologists with their task of diagnosing the EQ&ordings.Detection and treatment of
arrhythmias has become one of the cardiac carésundjor functions. More than 3 million
ECGs are taken worldwide each year for the patientls different cases, right from heart
rhythm anomaly to the hormonal imbalances due g@amrfailures. All the samples taken have
one thing in common and that is, they are analysethe experienced doctors who depending
upon their knowledge predict out the problem(spaisged with the patient which is disturbing
the normal morphology of the signal. If this morfdgical disturbance becomes somewhat
complex (such as the case of fusion beats) thés ahalysed by them depending upon their
experience. This experience based analysis giiratit interpretations and hence different
treatment procedure when they are made by diffgyersons. Hence there is a need of a system
that could analyse the ECG signals properly andh witgreat accuracy so that there is a less
chance of mistake as well as the problem is spattetine so that an early treatment could be
started.

So to achieve this objective many works have bese dn this field based on image processing,
Digital Signal Processing etc and prominent amdegntis the use of Artificial Neural Networks
[1] which has given promising results to such cawproblems. Neural network based analyses
made were either weight based or weightless. Thikws based on weighted neurons with bias
adjustments but with the application of MATLAB bdsalgorithms and neural network
structure.

The excellent features of the MATLAB [2] such asdeirange of tools for network structure
development and adjustment according to requiresnasitwell as tools to analyse the results,
makes it a good option to solve this complex pnabla a simple way, especially the case of
fusion beats. In this paper the case of fusionsbmsatliscussed so as to have an insight into the
concept of identification of fusion beats using dFéarward neural networks (MATLAB based)
with back propagation algorithm. The data base usdtlis paper to train and test the neural
network, is the standard MIT-BIH arrhythmia databEg].

Objective of the work

The objective of this work is to make the analysfigusion beats easy so that the patient could
be diagnosed for the heart problems in less timevels more accurately so that the medical
practitioners have primary information about thenant and could start a treatment early. Apart
from this the project has been targeted towardsrtiial community and so we are also
considering hardware implementation of this workibdow cost and greater efficiency.The soft
computing technique used is MATLAB based neuralvoek tools to identify the fusion beats
from ECG beats.
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Methodology

The database provided by the MIT-BIH arrhythmiaathase [2] regarding different kinds of
heart rhythm abnormalities for different class afignts, is the source of data used for training
and testing of the neural networks. The data from gatient number 208 was preferred and
taken out for different cases of heart beats. Oplagient data were also taken so as to enhance
the prediction capability of the trained neurawmtk and make it more accurate.

The data taken was used to make training inputsiwi@ipresented the whole ECG cycle as well
as for making test inputs. The MATLAB based Penmptand backpropagation [4] networks
were developed and training parameters were figeddrtain quantities and varied for others.
The network trained were analysed using the tgmitefirst for all unknowns which were not
used for training and then for all inputs whichluted both training inputs and test inputs.
Analysis plot tools [4,5] were also used to underdithe network capability and other properties
such as Mean Squared Error (MSE) value and leaca@pgbility.

Database

The MIT-BIH Arrhythmia Database contains 48 haltih@xcerpts of two-channel ambulatory
ECG recordings, obtained from 47 subjects studiethb BIH Arrhythmia Laboratory between
1975 and 1979. The recordings were digitized ats#fiples per second per channel with 11-bit
resolution over a 10 mV range. Two or more cardjts independently annotated each record;
disagreements were resolved to obtain the compeéetable reference annotations for each beat
(approximately 110,000 annotations in all) incluaeth the database. For our study purpose the
record chosen was the MIT-BIH patient 208. This wlagsen for two reasons:

1) The patient was without any kind of medication dradl sufficient bits for normal and
ventricular as well as maximum number of beatsféision analysis among all patient
data available.

2) Earlier weightless neural network analyses weresdgnother scholars using this patient
so we wanted to compare our network and its resitit their one. Figure 1. shows the
sample record of data of patient 208.

VW’W Yy

Fig. 1: A sample record of data of patient 208

From the database when the ventricular bits wereeate we got the R peak values in the table
form. This R peak was taken as centre and froms#tmeples of the same patient 150 sample
before this R peak value and 150 samples aftead taken to make a 301 sample input, where
the ventricular bit was in the centre. Thus theutnipecomes a matrix of 301x1 and ready to be
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used in MATLAB. The same process was repeated teenadl the inputs of all the kinds of
inputs that are normal, fusion and ventricular.

The second condition was achieved by allowing &iE'sample to be the bit value of MLII lead
signal obtained from the database for particuladd@mns. After the inputs were arranged in the
matrix then the inputs for training were takenwotstages (not for all cases of network), named
as inputl with total samples of 1809 and inputh\wg®21 samples. This division was made with
taking approximately 1/3rd of various kinds of sdmspin the first case and all the inputs fixed
for training in the second case. This was donehtxk the chances of having desired network
accuracy in minimum number of inputs.

Sample no: 2092 20932094. . .............. 2242 . ..............23902391
2392

MLII values: 933 927 922.................. 1265 .. ...\t wmu ... 992 09901
990 T

(As input matrix)

151" bit R peak
value

Fig. 2: Selection and organisation of input data

E.g. If sample number 2242 of patient 208 is a R p& then from the samples of the
same patient, values for MLII lead from sample numler (2242-150=)2092 to sample
number(2242+150=)2392 will be input data. This idlustrated in the above Figure

2.

Hence the total inputs used were:

Tablel 1: Input Matrix Structure

KIND INPUTS | MATRIX Training(total) Testing Validation
dimension

Normal 1586 301x1586 301x1286 301x300 301x6

Fusion 734 301x734 301x584 301x150 301x6

Ventricular 992 301x992 301x792 301x200 301x6

Unclassified | 259 301x259 301x179 301x80 Not
applicable

Analysis

The following tables provide the results relatedaoous beats analysed, among them the results
for the fusion beats should be observed carefully.
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Table 2: Backpropagation Algorithm: Feed forward Nework Design Analysis Results,
‘trainbfg’: training algorithm

P(cc) P(cc) EPOCHS MSE
H | TIME(®{ | (%, min=97 each) | (%, min=97 each] (MAX=1000 | 0.000
INPUTS N | nSEC) | UNKNOWN ALL ) 1 RESULT

98.5V.99.3N.89.33| 98.5V.99.2N 95.1
F F 0.010 | BASELIN
273FT’2921 50320 |97.5U 96.8U 34 7 E
98.6V.99.0N.90.1F| 99V,99.8N.96.1F., 0.011
10| 2613 | 97.6U 97U 40 1 PASSED

TRAINBFG - BGFS Quasi Newton Backpropagation training akoni
P (CC) - Percentage of correct classifications
INPUTS- total number of samples is suffixed by T and thenber above it indicates the
ventricular samples in it.
HN- Hidden neurons, representing the number of neurotie Hidden layer

MSE- Mean Squared Error; the error goal was fixed.@®@1 and hence here the difference

MSE-0.0001 is being tabulated
SUFFIXES V, N, F, AND U-in the P (cc) columns indicate respectively Venfar,
normal, fusion and unclassified beats and theicgregage of correct classifications.

The following images are the analysis plots fos thhork where each of them interprets different

properties about the network.

1). TRAINING PROCESS RESULTS

Algorithms

Training: BFG5 Quasi-Newton

Performance:  Mean Squared Error

Data Division:  Random

Progress

Epach: o [l 41 iterations | 1000
Time: | 1:4333 |
Performance: 0169 | 00117 | 0.0

Gradient: 100 | 0,00189 | ] vooe-0s

Fig. 3: Training results

Fewer epochs mean network learns in small repetitits. Less time means networ <
achieved goal easily and shortly. Performance indates the final MSE achieved.
Lower value is associated with higher network accuacy.

2). MEAN SQUARED ERROR PLOT

80

Pelagia Research Library



Shahanaz Ayubet al Adv. Appl. Sci. Res,, 2010, 1 (2): 76-83

Best Validation Performance is 0.013046 at epoch 34

Train
Walidation
Test

Ilean Squared Error (mse)

L L 1 L 1 L ! |
] 5 10 15 20 25 30 35 40
40 Epochs

Fig. 4: Mean Squared Error Plot
Mean squared error plot shows the n achieved errovalue. Lower value means th:
less probability of false predictions.
Here network has achieved quite low error probabilty.

3). TRAINING STATE PLOT

Gradient = 0.00189. at epoch 40

gradient

Validation Checks = 6. at epoch 40

wal fail
*
*

LA R B L B I N 2 R B 4 L 4
4t

lest64 0088 " b L P
R T T Tr M 2t

s 20 25 300 35 40

Fig. 5: Gradient and Validation Check plots

FEED-FORWARD NETWORK STRUCTURE

Layer of logsig
Input Neurcns Input Layer of logsig Neurons

R 5x1 Ay
AR J
a=logsig (Wp+b)
Where. . R = number of
elements in
input vector

§ =number of
a=logsig(Wp+b) neurons in layer

Fig. 6: Feed-Forward Network General Structure (transfer functions not same as used for
analysis)
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Low value of gradient plot indicates that the natwis learning upto a large extent which means
finer adjustments in the weights and bias. Thitin makes network more accurate and reliable,
avoiding chances of false predictions.Validatioot ghows the point where the network learned
sufficiently and passed validation without. Theriavhere the failures cross the defined limit is
the stoppage point of training and indicates thetisig of the overfitting of the data.

Inferences

* Among all cases of fusion network this network shdawest value for MSE (0.01304)
as seen in the plot. Large time for training isicedble but due to the fact that this
algorithm uses less memory, it becomes good foc#éise of fusion analysis.

* Gradient drop is up to 0.001 and adjustments haaenlkmade in weight up to 40
iterations after which validation error increasessiderably which is the indication of
over fitting of the network to the outputs. It igig clear from the regression plot that
network shows improper fitting during training lgdod during testing and validation.

CONCLUSION

The feed forward network based on backprapogatialyorithm with trainbfg training
algorithm was best for the case of fusion beat$yaisabecause it is giving accuracy of about
96% as well as the memory requirements were alsoHience we preferred this network for
the fusion beat analysis. The results obtained witier methods like weightless neural
networks, MLP [7-12] etc are compared with our hssurable three shows the comparison
of the results.

Table 3 : Comparative Results with other methods

Methods MLP HFNS PCA Weightless | Our
method
% of correct] 80.07% 97.34% 94.39% 89.70% 96%
classification
Remark Comparatively2 ECG leads Same samplesComparatively] Best
lowest are used asare used forlow accuracy | Accuracy
accuracy inputs training&
testing the
network

The conclusion derived from this work is that, bsing the MATLAB based neural network
design; such networks can be made which have dapdbiunderstand different class of inputs
when they are fed to be analysed. Such networkdearery reliable as MATLAB provides a
good set of tools so that the network parametensbeaadjusted easily and precisely by just
adjusting values for them and change in full lergitle, as was done previously, is not required.
The accuracy obtained is comparatively good. Thevabmethod of analysis of ECG signal
gives high percentage of correct classification.
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