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ABSTRACT

Monthly average daily global solar radiation data are essential in the design and study of solar energy convention
devices. In this study, multiple linear regression models were developed to estimate the monthly average daily
global solar radiation using seven parameters during a period of two years from 2010 to 2011 for Wa Polytechnic
weather station. The parameters used were the extraterrestrial radiation, mean ambient temperature, mean soil
temperature, relative humidity, declination,ratio of the difference between the maximum and minimum monthly
mean ambient temperature to the minimum monthly mean ambient temperautre and ratio of sunshine duration.
Selected models were compared on the basis of the statistical error tests; mean bias error (MBE), mean percent
error (MPE), root mean square error (RMSE) and the t-test. Based on the statistical results, the correlation
equation that could be employed for the purposes of estimating global solar radiation of locations that have the
same climate, latitude and altitude as Wa Polytechnic weather stationis given as

H =-1.350+ 0.00RH + 44.800/N+ 2.000s

The present work will help to advance the state of knowledge of global solar radiation to the point where it has
applicationsin the estimation of monthly average daily global solar radiation.

Keywords: Daily global solar radiation, empirical modelsyltiple linear regression, t-statistics.

INTRODUCTION

Information of solar radiation at a given locatisressential for many applications, such as irdés#gn of projects,
meteorological forecasting, solar heating, dryind architectural design. Hence, solar radiatiom da¢ required by
solar engineers, architects and agriculturiststiieamore, monthly mean data are needed for themastin of long-
term solar systems performances. In the applicatidrsolar energy listed above, the most imponpanameters that
are often needed are the average solar irradiatiohits components. Unfortunately, few meteorolalggtations,
especially in many developing countries, measucerately and continuously these data. One way lefrepthis is
using appropriate correlations which are empirjcaitablished, that can be used to estimate gkial radiation
from more readily available meteorological paramgetsuch as sunshine hours, daily temperature dativee
humidity.

Empirical modelling is an essential and economtigal for the estimation of global solar radiatidine accuracy of
such models depends on the quality of the meagdatdused. Though less accurate, modelling istarbteiol for
the estimation of global solar radiation at plavdsere measurements are not available [20]. Seesmglirical
models have been developed to calculate solartianliasing various parameters. [7] developed tmtiest model
used for estimating global radiation, in which tumshine hours data and clear sky radiation dagee wsed. Many
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researchers have used Angstrom’s model to devetgprieal correlations [1,17, 20, 21, 22, 24, 25].dddition,
other empirical models have been developed to kdkwsolar radiation from other parameters suchetative
humidity, ambient temperature, soil temperaturenioer of rainy days and evaporation [2, 11, 13,154 20, 25].

In this study, the first aim was to determine ménthariation of mean global solar radiation, extra¢strial
radiation, mean ambient temperature, relative hitynidnean sunshine hours and mean soil temperatuk&a
Polytechnic.The second aim was to to develop egustihat correlate monthly average daily globalatamh and
the other variables to select the most appropneidel for Wa Polytechnic in northern Ghana. We tleafiewed all
the equations and retained some of them. This wlmwed by statistical comparison methods such 8&MRMSE
and t-statistics, of the retained equations tocs¢ie best.

ESTIMATION METHODS
Monthly mean daily extraterrestrial radiatily, daylengthV,angle of declinatiod and sunset hour angig, using
the average day of the month, were calculated fquations (1) — (4), respectively [12].
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METHODOLOGY

Extraterrestrial radiation on a horizontal surfacenonthly periods were calculated numerically gsiteclination
angle, latitude and sunset hour angle using thenasbn methods. Available monthly mean daily glbBolar
radiation, sunshine duration hours, relative hutpjdioil temperature and ambient temperature wakert from the
site of the weather station of Wa Polytechnic, floe periods 2010 and 2011. The graphical locatibiwa

Polytechnic weather station is latitude 10.01° ihwvan altitude of 322 m above sea level.Monthlgrages over
the two year period of the data, processed in patipa for the correlation, are presented in Tdble

Table 1: Global Solar Radiation and relevant meteaslogical data for Wa Polytechnic

Month | HMJ/m?) | H, (MJI/m?) | T,(°C) | RH(%) | /N | T, (°C) | sin8(°C) | 6

Jan 19.65 31.99 26.56] 27.79 048 3147 -0.36 1172
Feb 20.01 34.60 29.83] 4756 048 31.80 -0.22 118
Mar 21.9¢ 36.91 30.8: | 58.0: | 051 | 31.7¢ -0.04 0.8€

Apr 22.35 37.94 29.86] 7247 051 33.76 0.16 0.99
May 21.83 37.57 28.26] 8127 049 32.04 0.32 0.78
Jun 19.76 37.01 26.67| 90.26 044 29.60 0.39 0.70
Jul 18.42 37.11 2535 9250 041 281 0.36 0.66
Aug 16.37 37.55 2475 94320 037 2752 0.23 0.62
Ser 17.4¢ 37.0¢ 25.00 | 97.2¢ | 0.4C | 28.8¢ 0.0¢ 0.61

Oct 21.36 35.11 25.86] 94.15 0.50 30.40 0.17 0.87
Nov 17.95 32.50 26.06] 90.17 043 30.88 -0.32 106
Dec 18.77 31.09 2540 4410 046 29.10 -0.39 201

The changes of the global solar radiation and &edmestrial radiation in monthly periods throughtiuwe two year
period were investigated and shown in Fig.1.
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Figure 1: The changes of the mean global solar raalion and extraterrestrial radiation for the two years

The monthly change of the other meteorological p&tars such as soil temperature, ambient temperatlative
humidity and sunshine hours were seen in Fig. 2.
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Figure 2: The mean monthly change of ambient tempature, soil temperature and relative humidity

65
Pelagia Research Library



Emmanuel. A. Sarsah and Felix. A. Uba Adv. Appl. Sci. Res., 2013, 4(4):63-71

We then developed equations to estimate the momtiglgn global solar radiatiod by applying multiple linear

regression to various parameters suchkhs, N/N,sind, & ,Ta ,Ts andRH (%). The values ofH were
estimated using these equations. Starting withpamameter, the equation in linear regression thekarm;

Y =5+ Bx (5)

wherea andb are regression coefficients amds the correlated parameter. Multiple linear regren equation for
estimatingd with seven parameters is as follows;

Y =5+ BX+ BXot X+ BXABXHBXFHLX ©6)

CORRELATIONS

The setup of the weather station at Wa Polytechmé@asures the wind speed, solar radiation, soil ¢eatpre,
relative humidity, sunshine hours and ambient taatpee. In order not to overlook any parameter mug of
parameters, multiple linear regression analysihefseven driving variables were employed to develpuations to
estimate the mean monthly global solar radiation.

The various linear regression analyses are asafslio Table 1.

Table 2: Multiple Linear Regression Model Equations

Number of Variables Number of Model Equations

One variable correlation 7

Two variable correlations 21
Three variable correlation 35
Four variable correlations 35
Five variable correlations 21
Six variable correlations 7

Seven variable correlations 1

A total of 127 model equations were formed and ye®al for the best model equation that can predeintonthly
average solar radiation (in MF)nwith the least error.Seventeen model equatione wen chosen for comparison
using % error analysis. The values frélrequations were compared with the correspondingonefogical values.
The seventeen linear regression model equatioressai@ows:

=-1.350+ 0.00RH + 44.800/N+ 2.000¢h RE 0.999= 0. )
=-1.540+ 44.300/N + 1.960sifi+ 0.0I4 RE 0.100; 0.0 ®)
=-1.460+ 0.00RH + 44.500/N+ 2.000sh+ O0.0DR%{ 0.998  0) 9)
=-1.460+ 0.00RH + 44.500/N+ 2.000sh+ O0.0D&R% 0.99%  0) (10)

-2.030+ 0.00RH + 44.40/N+ 1.840sh+ 0.003+ 0.6R2R=  1,0080.053)(11)
-1.510+ 0.008H + 44.400/N+ 1.950sh+ 0.0k6- OTUOR=( 0,2080.058) (12)
-1.110+ 0.00&H + 44.600/N+ 1.920sh+ 0.002 0.81R=( 1,0090.054) (13)
~1.09+ 0.006H + 44.600/N+ 1.920sh+ 0.00+ O0.4R 1.0080.054) (14)
-2.05+ 0.00RH + 44.506/N+ 1.830sh+ 0.0D% 0.6R4R=( 1.@080.053) (15)

H =0.191+ 45.000/N + 1.900sii- 0.085+ O0.019 0.4R= 0,8990.085) (16)
H =-1.090+ 0.00&H + 44.600/N+ 1.920sh+ 0.0Dt OAR= 1,0080.054) (17)

| =TI I | I T| T| T =TI I
I
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H =-2.020+ 0.00RH + 44.500/N+ 1.840sh+ 0.003+ 0.BR2R=(  1,0080.058)(18)
H =-1.110+ 0.006H + 44.600/N+ 1.920sh+ 0.002 O0.81R=( 1,0090.059) (19)
H =-1.690+ 0.00&RH + 44.500/N+ 1.850sd+ O0.046- 0058 1,0090.057) (20)
H =0.070+ 45.000/N + 1.890sii- 0.086+ 0.018 0.6Q4 0&

(R=0.9997 = 0.093)

H -1.680+ 0.006H + 44.600/N+ 1.850sh+ 0.047- 0.5 1,0090.057) (22

(21)

H =-1.680+ 0.00RH + 44.600/N+ 1.850sh+ 0.047- 0.05= 1,0080.054) (23)

METHODS OF COMPARISON

The performance of the seventeen models was eedluat the basis of the statistical error tests, {he mean
percentage error (MPE), root mean square error (RM®Bd mean bias error (MBE)) and also tested vendtiey
are statistically significant using t-statistics.

% Error

This is meant to test for the range within whick #rror of the model equations can be quantifiggressed in
percentage form. A lower percentage error inteigl, o, interva;@PProaching zero is desirable and a negative value
of H;eror Shows that the result is small than the actuauevabnd vice versa. A desirable value of
Herror imtervarShould be between5% to+5%. Percentage error and percentage error intereadefined as;

J— (ﬁi,ca] _ﬁi,meas)

Hieror = — x100 (24)
(H i,n‘eas)

ﬁerror,interva] = (ﬁ| Lerror ,max _ﬁi error ,min) (25)

The Mean Bias Error
n

1 —

MBE == 3" (Hica = Himeo) (26)
nT

This test provides information on long-term perfarmoe. A low MBEvalue is desired. A negative valieeg the

average amount of under-estimation in the calcdlatdue and vice versa. So, one drawback of tlisisehat over-
estimation of an individual observation will cancelder-estimation in a separate observation.

The Mean Percentage Error

MPE (%) = %Z(MJ x100 27)

1 i,meas

A percentage error between —10% and +10% is coresidecceptable.
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Table 3: Comparison between measured and estimatedlues of the correlation equations

H MODELS |

M (MJ/m?) Eqgn. Eqgn. Eqn. Eqn. Eqgn. Eqn. Eqgn.1 Eqgn. Eqn. Eqgn. Eqn. Eqn. Eqn. Eqn. Eqn. Eqn. Eqn.

7 8 9 10 11 12 3 14 15 16 17 18 19 20 21 22 23
Jan 19.65 19.64| 19.600 19.6% 19.62 19.60 19.61 19|63 6219. 19.64 19.77 19.62 19.64 19.68 19.61 19.76 19/6519.66
Feb 20.01 20.06| 20.08| 20.0% 20.0% 20.06 20.08 20{09 0720. 20.10 20.12 20.07 20.14 20.0p 20.97 20.11 20{1120.11
Mar 21.9t 21.88 | 21.8F | 21.82 21.8: 21.8¢ 21.8¢ 21.8i 21.8¢ 21.8¢ 21.9( 21.8¢ 21.9( 21.8¢ 21.8¢ 21.9( 21.9( 21.91
Apr 22.35 22.35| 2234 22.3f 22.35 22.34 22.34 22|33 322. 22.38 22.31 22.32 22.38 22.38 22.33 2281 22|37122.38
May 21.83 21.84| 21.82] 21.83 21.8 21.80 21.81 21{82 8121. 21.84 21.84 21.81 21.84 21.8p 21.80 21.84 21{841.85
Jun 19.76 19.81| 19.79 19.7% 19.79 19.75 19.79 19{78 7719. 19.78 19.78 19.77 19.74 19.7p 19.76 19.78 19{799.80
Jul 18.42 18.42| 18.40 18.4( 18.4 18.38 18.40 18}40 3918. 18.41 18.42 18.39 18.41 18.41 18.38 18.42 18{4218.42
Aug 16.37 16.3¢ | 16.3¢ | 16.3i 16.3% 16.3¢ 16.3¢ 16.3¢ 16.37 16.4Z 16.41 16.37 16.41 16.3¢ 16.3¢ 16.41 16.4: 16.4:
Ser 17.4: 17.37 | 17.3¢ | 17.3¢ 17.3¢ 17.3¢ 17.3¢ 17.3¢ 17.3i 17.41 17.42 17.3i 17.41 17.3¢ 17.3¢ 17.42 17.41 17.42
Oct 21.36 21.40| 21.36 21.3] 21.37 21.37 21.87 21§39 3821 2141 21.40 21.38 21.41 21.3p 21.37 21.89 21{421.42
Nov 17.95 17.94| 17.94 17.93 17.9 17.90 17.94 17(93 9217. 17.93 17.88 17.92 17.93 17.98 17.90 17.87 17(9417.94
Dec 18.77 18.80| 18.77] 18.7§ 18.7 18.75 18.78 18{74 7318. 18.79 18.69 18.73 18.79 18.7p 18.74 18.69 18(7818.78

TOTAL 235.85 235.86| 235.69 235.7 235.67 235.64 235,71 5.723] 235.61 236.01 235.93 235.61 236.01 235|78 6235%. 235.89 236.06 236.12
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The Root Mean Square Error

The value ofRMSE is always positive, representing zero in the idiale. The normalized root mean square error
gives information on the short term performancehef correlations by allowing a term by term comgami of the
actual deviation between the predicted and measvafites. The smaller the value, the better is tloeletis
performance.

n 1/2
RMSE:[%Z(HM —Him)z} (28)

t-statistics
The random variablewith n—-1 degrees of freedom may be written here as faliow

1/2
(n-1)(MBE)*
(RMSE)® -(MBE)’
The smaller the value othe better is the model's performance in approagtie real value. To determine whether
a model's estimates are statistically significaomie simply has to determine, from standard stesiktiables, the
critical t value, i.e.t,, at a level of significance andn¢1) degrees of freedom. For the model's estimatelset

judged statistically significant at the (@-confidence level, the calculatédsalue must be less than the critical
value. The-statistic used in addition to the MBE and RMSEeginore reliable and explanatory results [25].

(29)

RESULTS AND DISCUSSION

A total of 127 model equations were formed and ¥oreanalysis were perfomed on them. Seventeen model
equations were then extracted based on the %erterval of -1% to +1%. The applicability of the posed
correlations in predictindgd is tested by estimating values for Wa Polytechnic location used in thelysis
Estimated values df along with measured data, are shown in Table 3.

The resulting equations were then taken throudisstal error tests. The results are shown in &abl

Table 4: Error values (in MJ/m?) for the developed correlation models

ERRO MODELS

R Egn. 7 [Egn. 8 [Egn. 9 | Egn. 10 Egn. 11 Egn. 1P Eqn.13 Eqgn4l1|Egn. 15[ Egn. 1§ Eqgn. 17| Eqgn. 1B Eqgn. 19 Eqgn. 2D Egn. PIgiE 23 Eqgn. 23
MBE 0.00] -0.014 -0.035 -0.015 -0.026 -0.011 -0.009 -0,02001§ 0.00f -0.020 0.014 -0.0p6 -0.g21 0.po4 0j017 Q.022
MPE 0.000 -0.00p -0.006 -0.0p6 -0.q11 -0.p05 -0J004 -0.00800€) 0.003 -0.008 0.006 -0.0p2 -0.909 0.p02 0j007 Q.009
RMSE 0.004 0.04 0.0%1 0.0p1 0.089 0.p40 0]j032 (.069 .048240. 0.069 0.047 0.020 0.0y3 0.013 0.p59 0j077
t-Stat 1.00 1.00 1.000 1.000 [.0000q 1.00{) 1.0d0  1.00 1.000 1.000 1000 1000

O[O+

1.000 1.00 1.p00 1j000

Thet-statistics values obtained were all less tharcthieal t for each equation implying that the equations vedire
statistically significant. Based on MBE tests, g (7), (13), (16), (19) and (21) qualified. Tiesult shows that
Equation (7) is the best while Equation (13) isweest. With respect to MPE test, all equationslifigd. Equation
(7) is the best while Equation (11) is the worgir the RMSE test, Equation (7) is the best whilei&gpn (11) is
the worst. Since the test on RMSE conveys inforomatin the short-term performance of different eiguat it
enables a term-by-term comparison of the actuahtians between the estimated and measured vaheesiace
Equation (7) passes all tests, our model is thahahuation. Figure 3 shows plots of the measHremd Equation

(7).
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Figure 3: Comparison of measured and estimated(EqrY.) of mean monthly global solar radiation

CONCLUSION

The objective of this study was to evaluate variouzdels for the estimation of monthly average dajlgbal

radiation on a horizontal surface from sunshinerborelative humidity, ambient temperature andl teohperature
and to select the most appropriate model for WagtBchnic weather station. One hundred and tweaters
equations in different combinations were obtaireelventeen models having the best %errors were gechpaing

the statistical routine. Even though up to seveiabée corrrelations have been developed, it waeoked that the
best correlation involved only three variables ngnfielative Humidity, declination and monthly pentgossible
sunshine. The MBE, MPE, RMSE and %error valuehiefselected equation (Egn. 7) are 0.01, 0, 0.0684@047

to 0.272, which are within the range of acceptahlees.

Hence, the multiple linear regression model thatldde employed for the purposes of estimating @lcolar
radiation of locations that have the same climititude and altitude as Wa Polytechnic statiothés correlation
equation with the least value of RMSE as

H =-1.350+ 0.00RH + 44.809'N+ 2.000s
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NOMENCLATURE

Bo — B multiple linear regression coefficients

X1 — X1 correlated parameters in regressguations
MBE mean bias error

MPE mean percent error

RMSE root mean square error

t-stat t-statistics

Gse solar constant [1367 Win
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monthly mean daily global radiation [MFm

monthly mean daily extraterrestrial radiation [m3

monthly average daily hours of bright sunshinaujf

monthly average of maximum possible daily hodrsright sunshine [hour]

monthly mean ambient temperature, °C

monthly mean ambient temperature, °C

determination coefficient

relative humidity, %

sunset hour angle (in degrees)

declination angle

ratio of the difference between tin@ximum and minimum monthly mean ambient tempeestiir
the minimum monthly aneambient temperautre

latitude, the angular location north or southhaf equator, north positive

standard deviation

DAY =S T
o

=)
o

SNCH
=
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Q
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