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ABSTRACT

The purpose of this article is to generalize the result of W. Sintunavarat and P. Kumam [29]. We also give an
example in support of our theorem for which result of W. Sntunavarat and P. Kumam [29] is not true. Moreover we
establish the existence and convergence theorems of coupled best proximity points in metric spaces, we applied this
results to a uniformly convex Banach space.
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INTRODUCTION

The metric fixed point theory is very important amgeful in mathematics. It can be applied in vagiateas to find
the solution, for instant, in computer science,imation, approximation theory, image processisgnell as in
economical problems. The first result of fixed gaimeorem is given by Banach S. [4] by the gensetdiing of
complete metric space using which is known as Ban@ontraction Principle. There are many researchers
generalized this contraction principle in differeintections, refer to [2],[9],[10],[24],[33],[34¥D].

In 1969, one of the most beautiful generalizatibBanach contraction principle [4] is presentedHayn [12] which
is known as best approximation theorem.

Theorem-1 If A is a nonempty convex subset of a Hausdorffalty convex topological vector space B and
S: A — B is continuous mapping, then there exists an elemem such thatd(x, Sx) = d(Sx, A).

The concept of coupled best proximity point theorienntroduced by W. Sintunavarat and P. Kuman] gtd
proved coupled best proximity theorem for cycliotraction. It should be clear that we can find atlproximity
point in place of fixed point, if the fixed poinbds not exist. This best proximity point is vergsg to the fixed
point. If this distance is equal to zero then thstlproximity point is called fixed point. Here omiethe two things is
important for best proximity point either distanoest be equal to zero or very near to zero. If toisdition is not
satisfied then the point is not a best proximitynpan this condition we move to find ICS functievhich provides
the distance must be close to zero. So our purpbggs article is to generalize the result of [28$0 we give an
example in support of our main theorem.

Now we recall some basic definitions and examgias @re related to the main results of this article
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Throughout this article we denote Nythe set of all positive integers and Ryhe set of all real numbers. For
nonempty subsets A and B of a metric spatel), we let

d(A,B) = inf {d(x,y):x € A and y € B}
stand for the distance between A and B.
A Banach spaces X is said to be

i. strictly convex if the following implication holds for alk, y € X:
x +
lxll=llyll=1and x# y :”Ty || <1

i. uniformly convex if for eache with 0 < € < 2, there existsd > 0 such that the following implication holds for
allx,y € X:
i,

x+y
Ixls Lyl 1 and e - ylze= |22 <16
It is easy to see that a uniformly convex BanaateX is strict but the converges is not true.

Definition-2 [41] Let A and B be nonempty subsets of a metric sf&ceé). The ordered pait4, B) satisfies the
property UC if the following holds:

If { x,} and{ z,, } are sequences i and{ y, } is a sequence B such thati(x,,y,) = d(4, B) andd(z,, y,,) =
d(4, B), thend(x,, z,) - 0.

Example-3 Let A andB be nonempty subsets of a metric sp@cel). The following are examples of a pair of
nonempty subseis, B) satisfying the property UC.

i. Every pair of nonempty subsets A,B of a metric sp@¢d) such that d(A,B) = 0.

ii. Every pair of nonempty subsets A,B of a uniformbyneex Banach space X such that A is convex.

iii. Every pair of nonempty subsets A,B of a stricthheex Banach space which A is convex and relativel
compact and the closure of B is weakly compact.

Definition- 4[39] Let A and B be nonempty subsets of a metric sfd¢d). The ordered pair (A,B) satisfies the
propertyUC* if (A,B) has property UC and the following conditi holds:

If { x,} and{ z,,} are sequences in A afi¢, } is a sequence in B satisfying:
i. d(z,,yn) = d(4,B)

ii. For everye > 0 there existv € N'such that

d(m,vn) < d(4,B) +¢€

forallm > n> N.

Then for everye > 0 there existV; € N such that

d(%pm, 2,) < d(4,B) +¢€

foralm > n> N;.

Example-5[39] Let A and B be nonempty subsets of a metric spdah.

The following are examples of a pair of nonemptysais (A,B) satisfying the propeiC™.
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i. Every pair of nonempty subsets A,B of a metric sp@6d) such thad (4, B) = 0.
ii. Every pair of nonempty closed subsets A,B of dannily convex Banach space X such that A is canve

Definition-6 Let A and B be nonempty subsets of a metric spd@ andS: A - B be a mapping. A point € A
is said to be a best proximity point of S if itishes the condition that

d(x,Sx) = d(A4,B).
It can be observed that a best proximity point ceduto a fixed point if the underlying mapping isedf mapping.

Definition- 7[13] Let A be a nonempty subset of a metric spacendFaA x A —» A. Apoint(x,y) € AX A is
called a coupled fixed point of F if

x =Fxy), y=F@mx.

2. Coupled best proximity point theorems
In this section we study the existence and convexgef coupled best proximity points for cyclic t@ction pair.

Definition-8 Let (X,d) be a metric space. A mappiRgl — X is said to be ICS if T is injective, continuousidras
the property: for every sequenge,} in X, if { Tx,} is convergent thefx,} is also convergent.

In this paper we give some coupled best proximitinptheorems for mapping having the mixed monotoruperty
in partially ordered metric space depended on I@G&tfon, called T-cyclic contraction which is gealération of
the main results of W. Sintunavarat and P. Kuma®j. [2

Definition-9 Let A and B be nonempty subsets of a metric spaapdF: AxX A — B.

An ordered couple@x,y) € A X A is called a coupled best proximity point of F if,

d(x,F(x,y)) = d(y,F(y,x)) = d(A,B).

It is easy to see that# = B in Definition-9, then a coupled best proximity pobieduces to a coupled fixed point.

Next, W. Sintunavarat and P. Kumam [29] introdutiesl notion of a cyclic contraction for two mappingkich as
follows.

Definition-10 Let A and B be nonempty subsets of a metric spgdé: Ax A - BandG: Bx B - A. The
ordered pai(F, G) is said to be a cyclic contraction if there exstson-negative number < 1 such that

d(F(x,y), 6w v)) s% [dxw + dv)] + (1 — a)d(4,B)

forall (x,y) € Ax Aand(u,v) € BX B .

Now we introduced the following notion of T-cyckontraction for two mappings which is generalizataf [29] as
follows.

Definition- 11 Let T be an ICS mapping such tifatX — X and let A and B be nonempty subsets of a metric
space XF: AX A - BandG: Bx B — A. The ordered pair (F,G) is said to be a T-cyctintcaction if there
exists a non-negative numher < 1 such that

d(TF(x,),TG(w,v)) < % [d(Tx,Tu) + d(Ty,Tv)] + (1 — a)T(d(4,B))

forall (x,y) € Ax Aand(u,v) € BX B .
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Note that if (F,G) is a T-cyclic contraction, th@h,F) is also a T-cyclic contraction. Also if wekéaT be an identity
mapping in Definition-11 then we get Definition-10

The following example shows that Definition-11lie tgeneralization of Definition-10.

Example-12 LetX = R with the usual metridd(x,y) =1 x — y| andTx = x + 1 also4 = Eg] and
B = [—%,—E]. It easy to see thal(4,B) = 3. DefineF:Ax A — BandG: Bx B — Aby

2
Fx,y) =227

4

x—-y+1
4

and G(x,y) =

For arbitrary(x,y) € Ax A,(u,v) € B x B and fixeda = % we get

x -y —7+4 u-v+1+4
4 ) 4 I

d(TF (x,v), TG (u, v)) = |

SIx—ul+ly—vl
4

N R

[d(Tx,Tw) + d(Ty,Tv)] + (1 — a)T(d(4,B)).

This implies that (F,G) is a T- cyclic contractiaith a = %
The following lemma plays an important role in ooin results.

Lemma- 13LetT: X — X be an ICS mapping also A and B be nonempty ssilifed metric space X;: A x
A - BandG: Bx B — Aand(F,G) be aT-cyclic contraction. Ifx,, v,) € A x A and we define

Xne1 = FQu ), Xns2 = G(ni1, Yns1)

Yn+1 = F(xp), Yn+z = GVpi1) Xni1)

for al mne NuU{0}, then d(x, x441) = d(4,B),d(Xp41, Xn42) = d(A,B), d(Vy, Vns1) = d(4,B) and
d(yn+1ﬂyn+2) - d(A'B)'

Proof: For eachn € N, we have

d(Txy, Txns1) = d(TF G, ¥n), TG (X1, Yn-1))

< 5 AT, T ) + Ty Ty )] + (1= T(d(A,B))
Similarly we have

A(Tyn, TYns1) = d(TF G, %), TG V-1, X-1))

< = [d(TY, TYn-1) + d(Txp, Txn—1)] + (1—a)T(d(4,B))

| R

Therefore, by letting
dp = d(Txp, Txpy1) + A(TYn, TYns1)

and by adding above inequality we have
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dp < @ dyy + 2(1— a)T(d(4,B))
Similarly we can show that

doy < @ dypy + 2(1—a)T(d(4,B))
Consequently we have

dy < ady+ 2(1—a)T(d(4,B))

If dy = 0 then(x,,y,) is a coupled best proximity point of F and G. Netw, > 0 for eaclm = m we have

d(Txp, Txp) < d(Txp, Txp_1) + d(Txp_1, Txp_2)+ .ovennnn. +d(Txpme1, Txm)
ATy, Tym) < ATy, Tyn_1) + ATy 1, TYn_2)+.oenn... +d(TYme1, TYm)
which gives

d(Tx,, Txy,) + d(Ty,,Ty,) < dp_q + dp_y + dpy_5....... +d,

d, < a™dy + 21 — a™) T(d(4,B))

Takingn — o we have

A(Txp, Txps1) + ATV, TYni1) = T(d(4,B))

implies that

d(Txp, Txny1) — T(d(A B))

d(TYn, TYn+1) — T(d(4,B))

forall n€ N.

By similar argument, we also have

d(Txpi1, TXny2) = T(d(A,B)), andd(Tyny1, Tynsz) = T(d(4,B)).

Since T is injective mapping so we have

d(Xn, Xn41) = d(A,B) and d(yn, Yn+1) = d(A, B)

forall ne N.

By similar argument, we also have

d(Xn41, Xns2) = d(4,B), and d(Yni1, Yn+2) = d(4,B).

Lemma — 14LetT: X — X be an ICS mapping also let A and B be nonempbgetis of a metric space X such
that (A,B) and (B,A) have a property UE; A x A — B andG: Bx B — A and let the ordered pair (F,G) is a

T- cyclic contraction. I{xy, y,) € A x A and define

Xne1 = FOouY)s Xpi2 = G(Xny1,Yne1) @aNdYnyy = FUnXn), Ynsz = Gns1s Xns1)
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forall ne N u{0}, thenfore > 0,

there exists a positive integhfy such that for alim > n > N,

%[d(Txm, Txps1) + ATV Tyni)] < T(d(4,B)) +e. (2.1)
Proof : By Lemma-13, we have

d(Txp, Txps1) = T(A(A,B)), d(Txps1, Txnsr) = T(d(4,B)),

d(Tyn, Tyns1) > T(d(A,B)),  d(Tyni1, TYns2) > T(d(A,B)).

Since (A,B) has a property UC, we get

d(Tx,, Tx,.,) = 0.

A similar argument shows that

d(Tyn, Tyn+2) = 0.

As (B,A) has a property UC, we also have

d(Txp41, Txp43) = 0, d(TYps1, TYnss) = 0.

Suppose that (2.1) does not hold. Then there exists 0 such that for alk € N,there ism;, > n, > k satisfying

a
?[d(Txmk,TxnkH) + d(TYmy TYny+1)| = T(d(4,B)) +¢€.

Further, corresponding tg, , we can choosey, in such a way that it is the smallest integer with> n, and
satisfying above relation.

Then

S LTy 0 T 1)+ ATV TYnn)] < TEAB)) +e.

Therefore, we get

T(d(4,B)) +e€ <2 [d(Txmy Txneer) + d(TVmy Tnis)]

< S [d(T X THmy—2) + (T2 Txms1)] +5 [TV TYimy—2) + A(TYmy—20 TVnpe11)]
< 5 [Ty THme2) + AT Tm, )] + T(A(AB)) + €

Letting - « , we obtain to see that

S [T THn) + AT TYm)] = T(AAB)) + €

By using the triangle inequality, we get

a
7 [ d(Txmk' Txnk+1) + d(Tymk' Tynk+1)]
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< % [d(T Xy Txmps2) + A(TXmpr2 Txnss) + ATy 43 Txng 1)

a
+?[d(Tymk'Tymk+2) + d(Tymk+2' Tynk+3) + d(Tynk+3' Tynk+1)]

— 1 [d(Txmk' Txmk+2) + d (TG(xmk+1' ymk+1)' TF(xnk+2' ynk+2))]
2 + d(Tlek+3'Txnk+1)

a d(Tymk'Tymk+2)+ d TG(ymk+1'xmk+1)'TF(ynk+2'xnk+2)
+=

2 + d(Tyle+3' Tynk+1)

a a d(Txm +1'Txn +2) + d(Tym +1'Tyn +2)]
< —[d(Txm, T +—= k , . ,

7 ATy Tm2) + 5 [ + (1 —-a)T(d4B))

+ d(Txnk+3' Txnk+1)

d(TYmk+1' TYnk+2) + d(Txmk+1, Txnk+2)]
+(1- a)T(d(4,B))
+ d(T}’nk+3'T}’nk+1)
A(T Xy Ty 42) + A(TXyr3, Ty 41)
+ A(TYmp TYmys2) + A(TYnp43, Tny41)
+ a?[d(Tx 41, Txngs2) + A(TVimgs1, TYna2)] + (1 — a®T(d(4, B)).

+% [d(Tymk' Tymk+2) + %I:

Takingk — oo, we get

T(d(A,B)) +€' < a?[T(d(A,B)) +€] + (1 — a®)T(d(A,B)) = T(d(4,B)) + a?¢
Since T is injective mapping so we have

d(AB) +€ < a?[d(A4,B) +€T1+ (1 — a®)d(4,B) = d(A,B) + a?¢€’

which contradicts. Therefore, we can conclude (@4t) holds.

Lemma- 15 Let T be an ICS mapping such tffaX — X also let A and B be nonempty subsets of a mepaces
X, (A,B) and (B,A) satisfy the propertyC*.

LetF:AXx A - B,G: B X B - Aand(F,G) be a T-cyclic contraction. [fx,,y,) € A x A and define

Xn+1 = F(xn!yn)' Yn+1 = F(yn'xn)

and

Xnt2 = G(xn+1ﬂyn+1)' Vn+2 = G(yn+1ﬂxn+1)

foralln € Nu{0,then{x,},{¥n}, { xn+1} @and{ y,,,} are Cauchy sequences.

Proof: By Lemma-13, we havé(x,, x,.1) = d(4,B) andd(x,,1,X,4+2) = d(4,B). Since (A,B) satisfies
property UC, we getl(x,,x,+2) — 0. Similarly, we also havéd(x,,1,x,+3) — 0 because (B,A) satisfies
property UC.

We now show that for every > 0 there existV € NV such that

d(XmyXne1) < d(A,B) +€ (2.2)
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forallm >n>= N

Suppose that (2.2) does not hold, then there exists 0 such that for allk € N there existsn, > n, > k such
that

d(Txmy, Txn41) > T(d(A,B)) +e. (2.3)

Further, corresponding tg,, we can choosey, in such a way that it is the smallest integehwif, > n, and
satisfying above relation.

Now we have

T(d(4,B)) + € < d(Txp,, Txn41)

d(Txmk, Txmk_z) + d(Txmk_z, Txnk+1)

<
< d(Txzmy TXgm,—2) + T(d(A,B)) + €.

Taking k — o, we have(Txm,, Txsn,41) = T(d(4,B)) + €.

By Lemma -14, there existé € N such that

%[d(Txmk,TxnkH) + d(TYmy TYn+1)] < T(d(A,B)) + € (2.4)
forallm > n = . By using the triangle inequality, we get

T(d(4,B)) +€ < d(Txp,, Txn41)
< d(Txmk,Txmk+2) + d(Txmk+2,Txnk+3) + d(Txnk+3,Txnk+1)
d(Txmk'Txmk+2) + d (TG(xmk+1!ymk+1)! TF(xnk+2!ynk+2)) + d(Txnk+3'Txnk+1)
a
d(Txmk'Txmk+2) +7[d(xmk+1'xnk+2) + d(mG+1'ynk+2)]
+(1 — a)T(d(A,B)) + d(Txy, 43 Txny41)
a a
= ?[d (TF(xmk'ymk)' TG(xnk+1'Ynk+1))] +E[d (TF(ymkﬂxmk)'TG(Ynk+1'xnk+1))]
+(1 — a)T(d(4,B)) + d(Txmy, Txmyr2) + A(Toxny 13 Txnys1)

<% [% [d(T oy, T 1) + ATV Tymas) + (1 — a)T(d(A, B))]]

IN

+%[%[d(Tymk'Tynk+1) + d(Txmk'Txnk+1) + 1 - a)T(d(A’ B))]]

+ (1 — a)T(d(AB)) + d(Txpmy, Txms2) + A(Txpr3 Txnyr1)
= a’ [d(Txmk’Txnk+1) + d(Tymk’Tynk+1)]

+ (1 — a®)T(d(A,B)) + d(Txmy, Tximy+2) + A(Txpy43 TXny41)
< a’T(d(AB)) + €) + (1- a®) T(d(4 B)) + d(Txy,, Txpmy+2)
+ d(Txnk+3' Txnk+1)

= a’e + T(d(4,B)) + d(Txy,, TxXmy+2) + A(Txny 43 Toxys1)-

Taking k — o, we get
T(d(A,B)) + € < T(d(A,B)) + a?¢
which contradicts. Since (2.2) holds ab@ x,,, Tx,;1) — T(d(A, B)), by using property/ C* of (A,B), we have

{Tx,} is a Cauchy sequence. In similar way, we can priha { Ty,},{Tx,.,} and{Ty, ..} are Cauchy
sequences.
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Since T is ICS mapping, i.e T is injective mappivgge have{ x,}, { .}, {x.+1} and{y,,,} are a Cauchy
sequences.

Here we state the main results of this articlehim ¢éxistence and convergence of coupled best pityxaints for
cyclic contraction pairs on nonempty subsets ofrimepaces satisfying the propetiy ™.

Theorem-16Let T be an ICS mapping on X and A and B be norgmipsed subsets of a metric space X such that

(A,B) and (B,A) have a propertyC*,F: AX A - BandG:Bx B — Aand let the ordered pair (F,G) is a T-
cyclic contraction. If(x,, y,) € A X A and define

Xpr1 = Fn,¥n)s Yne1 = F(nxn)
and

Xni2 = Gns1,Yne1)s Ynez = Gns1s Xne1)

forall ne & u{0}. Then F has a coupled best proximity pdgints) € 4> and G has a coupled best
proximity point(r’,s") € B2

Moreover, we have, > r, ¥, 2 S, Xp41 2 ) VYny1 — S
Furthermore, if* = s andr’ = s’, then
d(r,v") + d(s,s") = d(4,B).

Proof : By Lemma-13, we getl(Tx,, Tx,,1) = T(d(4,B)). Using Lemma-13, we haJel'x,} and{ Ty,} are
Cauchy sequences. Thus, there existss A such thaf'x, —» Tr, Ty, — Ts.

We obtain that

T(d(A,B)) < d(Tr,Tx,_1) < d(Tr,Tx,) + d(Tx,, Txp_y). (2.5)
Lettingn — o in (2.5), we havel(Tr,Tx,,_,) — T(d(A, B)). By a similar argument we also have

d(Ts, Ty,-1) = T(d(4,B)).

It follows that

d(Txn, TF(r, s)) = d(TG(xn_l,yn_l), TF(r, s))
< % [d(Txp—1, TT) + d(Tyn_1,Ts)] + (1 — a)T(d(4,B)).

Taking n — o, we getd(Tr, TF(r,s)) = T(d(4, B)). Similarly, we can prove that
d(Ts,TF(s,7)) = T(d(4,B))

Since T is injective mapping.

Therefore, we havér, s) is a coupled best proximity point of F.

In similar way, we can prove that there exisis’' € B such thatTx,,; — r'andTy,,; — s'. Moreover, we
have
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d(Tr,TG(r's)) = T(d(4,B)),

and

d(Ts’,TF(s’,r’)) = T(d(4,B))

and so(r’,s") is a coupled best proximity point of G.

Finally, we assume that = s andr’ = s’ and then we show that
d(Tr,Tr) + d(Ts,Ts") = 2T(d(4,B)).

For alln € N, we obtain that

d(Txy, Txns1) = d(TG(ny, Yn-1), TF (i, 1))

< %[d(Txn_l,Txn) + d(TYnot, Tyl + (1 — a)T(d(A,B)).
Letting n — «, we have

d(Tr,Tr) < % [d(Tr,Tr) + d(Ts,Ts)] + (1 — a) T(d(4,B)).
For alln € N, we have

d(Tyn, Typs1) = d(TC W1, Xn1), TF (Y, X))

< [d(Tyn—l'Tyn) + d(Txn—l'Txn)] + (1 - O()T(d(A,B)).

| R

Letting n — o, we have
d(Ts,Ts) < %[d(Ts,Ts’) + d(Tr, Tr)]+ (1 — a) T(d(A, B)).
Similarly we can write,

It follows from (2.6) and (2.7) that
d(Tr,Tr) + d(Ts, Ts) s% [d(Tr,Tr) + d(Ts,Ts)] + 2(1 — a)T(d(4, B))

which implies that

d(Tr,Tr") + d(Ts, Ts") < 2T(d(4,B)).

SinceT(d(4,B)) < d(Tr,Tr") andT(d(A,B)) < d(Ts,Ts"), we have
d(Tr,Tr) + d(Ts,Ts) = 2T(d(4, B)).

From (2.7)and (2.8),we get

d(Tr,Tr") + d(Ts,Ts") = 2T(d(4,B)).

Since T is injective mapping which implies
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d(r,r) + d(s,s") = 2d(AB). (2.10)
This completes the proof.

Note that every pair of nonempty closed subsetsd,8 uniformly convex Banach space X such thé gonvex
satisfies the property UC.

Therefore, we obtain the following corollary.

Corollary- 17 Let T be an ICS mapping such tffatX — X and A and B be nonempty closed convex subseds of
uniformly convex Banach spadeF: A X A —» B andG: Bx B — A and let the ordered pair (F,G) be a T-
cyclic contraction. Lefx,, y,) € A X A and define

Xne1 = FOouYn)s Xni2 = G(Xns1,Yne1), aNAYny1 = FOmXn), Ynez = G(Vnst Xns1)

for al ne NuU{0}. Then F has a coupled best proximity pgimt) € Ax A and G has a coupled best
proximity point(r,s) € B x B.

Moreover, we have,, > r, ¥, 2 S, Xp41 2 T, VYps1 — S-
Furthermore, if- = s andr' = s’, then

d(r,v) + d(s,s") = 2d(A,B).

Next, we give some illustrative example of Coroflat7.

Example- 18 Consider uniformly convex Banach spate= R with the usual norm. Led = [1,2] andB =
[-1,—2]. Thusd(4,B) = 2. DefineF: AX A - BandG: Bx B — Aby

1

—-2x -3y — —-2x—-3y +1
Fx,y) = —==—X— oyl

and G(x,y) = A

For arbitrary(x,y) € Ax A and(u,v) € B X B and fixedp = %and q =%We get

-x—-—y—-1 —-u-vw +1|

d(F(x,y),6(w,v)) = | 6 6

2|x —ul +3ly -
< 2 uI;rIy vl

1
*3

1 1
=§d(x,u) + Ed(y,u) + (1 - (p+q)d(4,B)

This implies that (F,G) is a cyclic contraction kit = % Since A and B are closed convex, we have (A,B) and
(B,A) satisfy the propertyC*.

Therefore, all hypothesis of Corollary -17 hold. Bdas a coupled best proximity point and G hasupled best
proximity point. We note that a poifit,1) € Ax A is a unique coupled best proximity point of F angoint
(—=1,—1) € B x B is aunique coupled best proximity point of GrtRarmore, we get

d(1,-1) + d(1,-1) = 4 = 2d(4,B).

Next, we give the coupled best proximity point teBucompact subsets of metric spaces.
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Theorem- 19Let T be an ICS mapping such thBtX — X and A and B be nonempty compact subsets of agnetri
space X,F: Ax A - B andG: Bx B — A and let the ordered pa{F,G) be a cyclic contraction. Let
(x0,¥0) € AXx A and define

Xne1 = FOonvn), Xny2 = G(Xny1, Yn+1)

Yn+1 = F(xp), Yn+z = GVpi1) Xpi1)

forall ne N u{0}. Then F has a coupled best proximity pgints) € Ax A and G has a coupled best
proximity point(r,s) € B x B.

Moreover, we have,, = r, ¥, 2 S, X1 = 1) Ypp1 — S.
Furthermore, it = s andr’ = s’, then

d(r,v") + d(s,s") = 2d(A,B).

Proof : Sincex,,y, € 4 and

Xny1 = FQouym), Xnyz = G(Xng1 Yne1)

Yn+1 = F(xp), Yn+z = GVpi1) Xpi1)

for all ne Nu{0, we havex,,y, € A andx,,;,¥,4+1 € A for all ne N uU{0. As A is compact, the
sequencefx,} and{y,} have convergent subsequentes, } and{y,, } respectively, such that

Xn, > T €A yp, = SE A

k
Now, we have

T(d(A,B)) < d(Tr,Txp,—1) < d(Tr,Txy,) + d(Txp,, Txn, 1) 2.11)
By Lemma-13, we havé(Tx,,, Tx,,-1) = T(d(4,B)).

Takingk — « in (2.11), we get

d(Tr,Txn,-1) = T(d(4,B)).

By a similar argument we observe that

d(Ts, Txp,—1) = T(d(4,B)).

Note that

T(d(4,B)) < d(Txnk,TF(r,s)) = d(TG(xnk_l,ynk_l),TF(r,s))

S%[d(Txnk_l,Tr)+ d(Tyn,-1,Ts)] + (1 — a)T(d(4,B)).

Taking - o, we getd(Tr,TF(r,s)) = T(d(4, B)). Similarly, we can prove that

d(Ts, TF(s,7)) = T(d(4,B)).
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Thus F has a coupled best proxinitys) € A x A . In similar way, since B is compact, we can gsave that G
has a coupled best proximity poiat,s) € B x B . For

d(Tr,Tr") + d(Ts,Ts") = 2T(d(4,B))

Since T is injective mapping. So we have
d(r,r) + d(s,s") = 2d(4,B)

similar to the final step of the proof of Theord®-
This completes the proof.

3. Coupled Fixed Point Theorems
In this section, we give the new coupled fixed pdlireorem for a cyclic contraction pair.

Theorem- 20Let T be an ICS mapping such tiiatk — X also A and B be nonempty closed subsets of a enetri

spaceX,F: AXx A - B andG: Bx B — A and let the ordered pair (F,G) be a T-cyclic caction. Let
(x0,¥0) € A X A and define

Xn+1 = F(xnﬂyn)’ Xn+2 = G(xn+1'yn+1)

Yn+1 = F(ynﬂxn)' Vn+2 = G(yn+1'xn+1)

forall ne NuU{0}. If d(A,B) = 0,then F has a coupled fixed pofnfs) € Ax A

and G has a coupled fixed poit,s") € B x B.

Moreover, we have,, - r, ¥, = S, Xp41 = ) Ynsy1 — S-

Furthermore, if- = r’ ands = s, then F and G have a common coupled fixed paitin B)2.

Proof : Sinced(4,B) = 0, we get (A,B) and (B,A) satisfy the property UC.

Therefore, by Theorem- 16, we claim that F hasupleal best proximity pointr,s) € A x A thatis
d(Tr,TF(r,s)) = d(Ts,TF(s,7)) = T(d(4,B)) (3.1)
and G has a coupled best proximity pdinis) € B X B thatis

d(Tr', TG(r's") = d(Ts, TG(s,r") = T(d(A,B)). (3.2)
From (3.1) and4, B) = 0, we conclude that

r = F(r,s), s = F(s,1).

that is(r, s) is a coupled fixed point of F. It follows from £}.andd (4, B) = 0, we get

r' = G(r's"), and s' = G(s"r")

that is(r,s") is a coupled fixed point of G.

Next, we assume that= r’ ands = s’ and then we show that

F and G have a uniqgue common coupled fixed poi@din B)2.
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From Theorem-16, we get

d(Tr,Tr") + d(Ts,Ts") = 2T(d(4,B)). (3.3)
SinceT(d(4,B)) = 0, we get

d(Tr,Tr") + d(Ts,Ts") = 0

Since T is injective mapping.

which implies that = r'ands = s'.

Therefore, we conclude thét,s) € (4 n B)? is common coupled fixed point of F and G.

Example- 21 Consider X = R with the usual metricA = [-2,0] andB = [0,2]. DefineT: X — X,F:AX
X

A - BandG:BX B — AbyTx =

2u +2v
5

2x + 2y
5

F(x,y) = and G(u,v) = —

Thend(4,B) = 0 and (F,G) is a T- cyclic contraction wigh = g.

Indeed, for arbitraryx,y) € Ax A and(u,v) € B X B,

we have

2x + 2y 2u + 2v
dFCoy),Cuv)) = |-~ +—=
<2 [ATxTw) + ATy, To)] + (1 = @)T(d(4,B)).

Therefore, all hypothesis of Theorem-20 hold. S@id G have a common coupled fixed point and gbist is
(0,0) € (An B)Z

If we take A = B in Theorem — 20 then we get the following results.

Corollary- 22 Let T be an ICS mapping such tifatY - X and A be a nonempty closed subset of a complete
metric spac&,F: AX A - AandG: Ax A - A and let the ordered pair (F,G) be a T-cyclic caction. Let
(x0,¥0) € AX A and define

Xny1 = F(xn'yn)' Yn+1 = F(yn'xn) and Xni2 = G(xn+1'yn+1)' Ynt+2 = G(yn+1'xn+1)

foral ne NUu{ 0}

Then F has a coupled fixed poims) € Ax Aand G has a coupled fixed point,s) € B x B. Moreover, we
havex, - r, y, = S, Xp41 = T, Yn41 — S'. Furthermore, ifr =r"ands =s', then F and G have a

common coupled fixed point in Ax A. We take F =rQorollary-22 then we get the following results

Corollary- 23 Let T be an ICS mapping such tlfatX - X and A be nonempty closed subsets of a complete
metric space XF: Ax A —» Aand

d(TF(x,y),TF(u,v)) < [d(Tx,Tu) + d(Ty,Tv)]

| R
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forall (x,y),(w,v) € Ax A . Then F has a coupled fixed paints) € A x A.
CONCLUSION

In this present article we prove coupled best pnityi point theorem. Our theorem is more generahthéher
related results. In fact our main results is pragesreralization of the result of W. Sintunavarat 8 Kumam [29].
We also give an example in support of our theoremwhich result of W. Sintunavarat and P. Kumam] [Bot
true.
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