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ABSTRACT

This paper presents an algorithm with the help of branch and bound approach for a flowshop scheduling problems
consisting of n jobs to be processed on 2 machines in which setup time is separated from processing time and both
are associated with probabilitiesincluding job block criteria.
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INTRODUCTION

Scheduling problems are common occurrence in olly dée e.g. ordering of jobs for processing in a
manufacturing plant, programs to be run in a seggi@h a computer center etc. Such problems exiehexer there

is an alternative choice in which a number of jalzsy be done. Now-a-days, the decision makers fer th
manufacturing plant have interest to find a waguocessfully manage resources in order to prodrozhupts in the
most efficient way. They need to design a productichedule to minimize the flow time of a produidte optimal
solution for the problem is to find the optimal wear optimal sequence of jobs on each machine deradio
minimize the total elapsed time.Johnson (1954) &ifsall gave a method to minimise the makespamffob, two-
machine scheduling problems. The scheduling probpeactically depends upon the important factors elgm
Transportation time, break down effect, Relativgpdmiance of a job over another job etc. These qusceere
separately studied by Ignall and Scharge (1965)gdamnd Dass (1981), Temiz and Erol(2004),YoshidhHitomi
(1979), Lomnicki (1965), Palmer (1965) , BestwigkdaHastings (1976), Nawaz et al. (1983) , Sarin lagiibka
(1993) , Koulamas (1998) , Dannenbring (1977) , e have extended the study madeSmgh T.P., Gupta
Deepak by introducing the application of idle waiting tinogerator Oi,w as defined by Maggu and Das (1980) i
scheduling theory. The paper differs from Maggu &@wak (1980) in the sense that here the probabilitie
associated with processing time on each machine.operator technique is an easy approach in ecaadmind
computational point of view as in comparison to theuristic approach. We have developed an algorithm
minimizing the utilization time of second machinembined with Johnson’s algorithm in order to mirdmithe
rental cost of the machines. Further we are usiagch and bound technique to minimize the toegbstd time in
which setup time is separated from processing time.

Practical Situation:
Many applied and experimental situations exist im day-to-day working in factories and industriabguction
concerns etc. In many manufacturing companies réiftejobs are processed on various machines. Thbseare
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required to process in a machine shop A, B, C,ir-a& specified order. When the machines on whitls jare to be
processed are planted at different places, thespgatation time (which includes loading time, mayitime and
unloading time etc.) has a significant role in protibn concern. The break down of the machines {duwkelay in
material,changes in release and tails date, toalaitability, failure of electric current, the shipattern of the
facility, fluctuation in processing times, somehical interruption etc.) have significant role time production
concern

NOTATIONS:
S: Sequence of jobs 1, 2, 3,....,n
S :Sequence obtained by applying Johnson’s proeettus 1, 2, 3, ------ r.

M; :Machinej=1,2,

ay: Processing time of' job on machiné,

p;j: Probability associated to the Processing e

A : Expected processing time.

S;: Set up time of"job on machine )

g;j: Probability associated to the set up tiage

S;: Expected set up time dt job on machine M

tj(S) : Completion time of" job of sequences, on machineV;

THEOREM
Letnjobs1,2,3,............ n are processed throughnvechines A & B in order AB with processing time&ab;(i
=1,2,3, e, n) on machine A and B respectively.

It (@, by) O (3, by) = (&, by)
then @a=3g+ max(g—h,0)
and  B=h;+max (- a,0)

wherep is the equivalent job for job block (p, q) andge, {1, 2, 3, ............e. n}.

Proof: Starting by the equivalent job block criteriadhem forp = (p, q) given by Maggu & Das [6], we have:
& =g+ a-min (b, a) (1)

by = b + by min (ky, &) ..(2)

Now, we prove the above theorem by a simple logic:
Case I: Wheng> by,

>0,>0
max {a >h, 0} =a,> D, ..(3)
and
b, >a<0
max {b,>4a,0}=0 ...(4)

(1) =3 +a-min(h, a)
=gt+a-h asa>h

=g, + max {a— b, 0} (using (3) ...(5)
(2) by = b+ by—min (B, &)

=b+hy-h asg>h,

= by + (B—by)

= +0

= by + max (g —a, 0) (using (4) ... (6)
Casell : When g < b,

8- <0

max (g —h, 0)=0 (M
and

bp—a>0

max (i —a, 0) = b - & ...(8)

(1) 3=g+a-min (b, a)
=g+a-a asg>h
:a)+0
3619
Pelagia Research Library



Deepak Gupta et al Adv. Appl. Sci. Res,, 2012, 3(6):3618-3623

=g, +max(a— b, 0) . (using (7)) ...(9)
(2) by =h,+by—min (b, &)

=b+by-a asg<h

=by+ (- a)

= b, + max (- &, 0) (using (8)) ... (10)

Caselll : When g=h,,ay—p =0

Therefore, max @b, 0) =0 ... (11)
Alsoh,—a=0

Therefore, max (b-a, 0) =0 ... (12)
(1) & =g +a-min (b, &)

=h+a-3 ash=35

= q) +0

=g+ max (g—h, 0) ... (13)
(2) By=Dh+by—min (b, &)

=by+by-h

=by+ (3, -1

= bq +0

=by+ max (i —a,,0) (using (12) ...(14)

By (5), (6), (9), (10), (13) and (14) we conclude :

& =g + max (g b, 0)
by = I +max (b- &, 0) for all possible three cases.

The theorem can be generalized for more numberobjocks as stated :

Letnjobs 1,2, 3, ........... n are processed throughnvachines A & B in order AB with processing timekab; (i
=1,2,3, ..., n) on machine A & B respectively.

If (a0, Do) O (@, biz) Opyy (@, big) Oy O (8p, bp) = (3, by)

Then

p

& =8 + 77 max {g — by 0}
P

and B =h, + 77 max {bgy — &, 0}

where b, i1, iz, i3, cevvrevennennn. ipt{1, 2, 3 .o n} andp is the equivalent job for job blocky(iis, I, i3,
............... ip). The proof can be made using Mathemaitiedliction technique on the lines of Maggu & Das [8]
In the light of above theorem operataf,@ldle/Waiting time Operator) is defined as follows

Definition 1: Let R, be the set of non negative numbers. Let G. % R,. Then Q,, is defined as a mapping from G
x G — G given by:

Oiwl(X1, Y1), (%2, ¥Y2)] = (X1, Y1) O (X2, ¥2)

=[x, + max ((¢- y), 0), y» + max ((4- %), 0)], where X, %, 1, ¥> R,
Definition 2 : An operation is defined as a specific job on aipaldr machine.
Definition 3 : Total elapsed time for a given sequence

= Sum of expected processing time off Bachine (M) + Total idle time on M
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n n n [ k=1
2 Bi+ZIiZ_ZBi+maX[Ff<] ZAi_l_ Bi

= i=l i=1 i=1 ,Where R: i=l i=1

PRACTICAL SITUATION

Various practical situations occur in real life whene has got the assignments but does not have ona

machine or does not have enough money or does aot to take risk of investing huge amount of motey

purchase machine. Under such circumstances theimeatias to be taken on rent in order to complete th

assignments. In his starting career, we find a oadoractitioner does not buy expensive machingsXsaay

machine, the ultra sound machine etc. but instekeston rent. The examination branch of a boatd(its needs

machines as data entry machine, computer, pritteioa rent for computerizing and compiling exaniiom result

for secrecy point of view.

Moreover in hospitals industries concern, sometirtimes priority of one job over other is preferret.may be
because of urgency or demand of its relative ingmm#. Hence the job block criteria becomes sicgifi.

PROBLEM FORMULATION

Letnjobs 1,2,........ ,n be processed on three masiMi , M, andMj; in a way such that no passing is allowed. Let
a; be the processing time 8 job o nj™ machine with probabilities;pand § be the set up time of" job onj™
rtrgachine with probabilitieg;;. Let A;j be the expected processing time &ybe the expected set up timeiBfob on

j" machine.

Also consider the following structural relation.
either Min (A — ) = max (A, — S1)
or Max (& — S,) > max (A, — S3) or both.

THE MATHEMATICAL MODEL OF THE PROBLEM IN MATRIX FORM CAN BE STATED AS:

Jobs Machine M Machine M [ Machine M

| Q1 | Pa | S1 | Ga | @ [ P2 | S| G| a | P3| S| O
1 At | Pu | St | s | @1 | P21 | S1 | Ge1 | 31 | Par | Sa1 | G
2 Az | Pz | Si2 | Cho | @2 | P22 | S2 | Goz | 382 | Pz | See | Gee
3 Atz | P13 | Sz | Cha | @3 | P2z | S3 | Gps | 3z | Paz | Ses | Cg:

n Aln pln Sir qln an2 pn2 Sh2 an hnz pn3 Sha an

Step 2: Qul(X1, Y1), (X2 ¥2)] = (X1, Y1) O (X2, ¥2)
=[x + max ((%- y1), 0), Yo + max ((y- x2),0)], where %, %, y1, ¥» UR..

Step 3:

Calculate the lower bounds using the following fatan
@) 1=1tG:.2) +Zi5j7é G+ miniej;;(Hi)

(i) 12=1G.,2) +Zi5j7é H;

(iii)

Step 4:

Calculatel =max (I4,12)

Step 5:

We evaluatd first for the n classes of permutations, i.e. fogse starting with 1, 2, 3......... n respectively, having

labelled the appropriate vertices of the schedulieg by these values.

Step 6:Now explore the vertex with lowest labelakaatel for the (n-1) subclasses starting with this verdex
again concentrate on the lowest label vertex. @airig this way, until we reach at the end of thee trepresented
by two single permutations, for which we evaludte total work duration. Thus we get the optimalestie of the
jobs.
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Step 7: Prepare in-out table for the optimal seqeabtained in step 3 and get the minimum totgdsed time.
Numerical illustration :let 5 jobs are to be processed on two machinesiohwprocessing time and setting times
are given with their respectative probabilities

Jobs Machine M Machine M
i Alpls[n[B]Q[S]s
1 8 | 2] 4| 2] 18] 3] 4] 4
2 [15] a] 8| 2] 20 3 2 4%
3 [16] 1] 6] 2] 1 2 5 1
4 | 8] 4] 2] 3] 100 2| 6 1
5 [14] 2] 5] 1] of 2 g 12
Our objective the total elapsed time.
Solution: Stepl.define expected time
J0BS | MACHINE A [ MACHINE B
Ai Bi
1 0.8 0.7
2 0.7 4.4
3 11 2
4 2.6 14
5 1.2 1.3

Step2: @ O wl[(X1, Y1), (X2, Y2)I = (X1, Y1) O (X20 ¥2)
=[x + max ((%- y1), 0), Yo + max ((y- X2),0)], where %, X, y1, y» UR..

JOBS | MACHINE A| MACHINE B
Ai B
1 0.8 0.7
a 0.7 3.2
3 11 2
5 12 13

Step3: 1= t(jr ,1) +Ziejri G;+ minieﬁ'(Hi)
12 =1(r,2) +Ziejri H;

Step 4 andStep 5:

We have LB(1) = 8,LBf)= 7.9, LB(3) = 8.3, LB(4) = 8.4

step 6:LB(a,1) = 1.5, LB¢,2) = 2, LB@,3) = 7.2, LB¢,3,1,5)= 6.1, LB ,3,5,1) = 6.1therefore, sequence is S
:(3,2,4,1)

Step 7:
MACHINE A | MACHINE B
JOBS N ouT IN -OUT
2 0-15 1575
4 3.1-6.3 7.5-9.5
3 6.9-7.5 9.5-12.7
1 8.7-10.3 12.7-14.2
5 18.2-21.1 21.1-22.¢
So .total elapsed time is 22.9
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