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INTRODUCTION

Reservoir characterization and formation evaluation is one of the most important stages in developing oil and gas 
projects for an accurate and optimal field development strategy. Reservoir characterization and reservoir modeling 
are processes which need a large range of data such as wireline logs, LWD logs, SCAL data, geological and seismic 
data. Moreover, an adequate amount of knowledge in underlying physical relationships of all the parameters from 
these data is also required to integrate them into a conclusion or an interpretation of the reservoir properties. The 
industry, over the decades, has been using conventional petrophysical methods as a common practice; direct sampling 
of subsurface fluids followed by a routine analysis in the laboratory and the determination from the well log data 
using empirical formula and petrophysical relationships. Both mentioned practices are not only expensive and time- 
consuming processes but also requires relatively high expertise and experience in this field. 

Recent advances in petroleum exploration technologies using artificial intelligence and neural networks have granted 
a new light in the industry for more economical, efficient and accurate reservoir characterization. This does not imply 
the current common formation evaluation practices are not efficient and accurate enough for practical purposes. These 
practices such as SCAL and porosity measurement in the laboratory are still a must in early stages of exploration. 
However, these practices are proven to be having a few drawbacks-the reduced accuracy when the complexity of 
the reservoir increases; such as shaly sand formations the inability to provide real time predictions for real time 
decisions while drilling the expensive and time-consuming trait along with the requirement of pure expertise and 
special equipment.

In this study, the application of neural networks in predicting porosity, water saturation and potential pay zones of 
shaly sandstone reservoirs will be analyzed, experimented and validated using core data and well log data.

CONVENTIONAL APPROACH

Many forms of heterogeneity in rock properties are present in shaly clastic petroleum reservoirs. Accurate estimation 
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ABSTRACT

This paper introduces a successful application of neural networks in predicting porosity, fluid saturation and 
identifying lithofacies using well log data. This technique utilizes the prevailing unknown nonlinear relationship in 
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for porosity prediction and second training for one for water saturation using 5 log data inputs: (Gamma Ray)GR, 
(Laterolog Deep)LLD, (density) RHOB, (Neutron) NPHI.
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of lithology, porosity and fluid saturation are the key to characterizing reservoir properties and to estimate the volume 
of hydrocarbons in place to optimize the development and production of a field.

Most of the estimations of key petrophysical parameters like porosity and water saturation can be made by several 
conventional methods. Conventional petrophysical models emphasize the integration of core data with log data; the 
adjustment of core data, when required, to reservoir conditions; and the calibration and regression line-fitting of log 
data to core data. The goal of the petrophysical calculations is to use all available data to get an accurate parameter 
estimation. Usually, a common log suite is available from the wireline operations; conventional method, the routine-
core- analysis data adjusted to reservoir conditions should be used to calibrate the logs for more- accurate calculations 
at the various wells, [1,2-6].

First, lithology is determined from cores and rock cuttings. This information can be combined with log characteristics 
to identify depositional environments and how it changes vertically throughout the reservoir using GR log. Volume of 
shale, usually expressed as Vsh, and is expressed as decimal fraction or percentage, the volume of shale is determined 
from the shale parameters from the Gamma Ray (GR), formation density neutron porosity, shallow and deep resistivity 
log data and other reservoir parameters.Porosity then can be computed from a variety of well logs (density, sonic, or 
neutron) in combination with routine-core data adjusted to reservoir conditions such as clay and heavy minerals need 
to be identified as part of the lithology determination. Effective porosity values and GR log were evaluated to calculate 
accurate porosity, the shale content of the formation is determined. The clay minerals that present in the shales and 
the sandstone intervals must be identified and quantified so that their effects on the logs analysis, selection of the most 
suitable petrophysical models and routine-core-analysis data can be adequately evaluated.    

Lastly, water saturation was computed by the conventional approach using three different independent methods, 
while estimation of water saturation in shaly sand reservoirs using conventional approach is a complex process since 
the effect of clay mineral or shale content distorts the direct interpretation of log data in calculating petrophysical 
parameters using empirical equations. Analyzing shaly sands models; Total Shale Model, (Simandoux, 1963) and 
effective medium, [1,7,8,13].

INTRODUCTION TO ARTIFICAIAL NEURAL NETWORK

A neural network, firstly introduced in1943, and it is a computational model of a largely distributed processor with 
parallel networks which use input processing units called neurons to give out a single output value of estimation or 
determination for non- linear problems. It is a machine-representative of a human brain in a way that it can attain 
knowledge, store knowledge and learn through a training process to solve for problems with inputs that are unseen 
before. Just as a human brain is made of nuclei, dendrites and axons to convey signals, the imitated neuronal model 
is also made of 3 main components; (i) a set of synapses or connecting links each characterized by its "weights" (ii) 
An adder for combining or generalizing the input signals and (iii) An activating function to limit the boundaries of an 
output signal [2,5,7,12].

There are different types of activation function from mathematical or algorithmic point of view, namely, Hard limit 
function (output is either 0 or 1), Linear function (one output value with linear relationship to the input) and Sigmoid 
function (output varies between 0 and 1). The sigmoid function is proven to be the most suitable for multilayer neural 
networks as it is trained using back propagation algorithm and has a distinctive non-decreasing behaviour. Neural 
Networks are developed based on learning algorithms to be trained. A great deal of learning algorithms can be studied 
but they can be narrowed down and categorized into three main classes

I.Supervised learning; a set of target output is used to train the network by adjusting the weights and biases of the 
network to get an output that is closer to the target output.

II.Reinforcement learning; No target output is provided, instead, the network is graded for the performance of its 
algorithm.

III.Unsupervised learning; The weights and biases are adjusted according to the response to the input only using 
clustering operations.

There are a few types of neural network architecture and concepts developed. However, Multilayer Perceptron 
architecture with Back Propagation algorithm has been decided to be used in developing the networks for this project, 
Figure 1[9-11].

Back Propagation (BP) Algorithm and Multilayer Perceptron (MLP); uses sigmoid function in the hidden layers 
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and a linear function in the output layer. It is a generalization of LMS algorithm and uses chain rule to calculate the 
mean squared error with respect to weights and biases. After calculating the derivative of the mean squared error in 
the last layer, the backward propagation of BP is used to calculate the derivatives of the mean squared error in the 
hidden layers. It then adjusts its weights and biases and this process is repeated during the training phase. The forward 
propagation of BP is used only when it is in operation phase.

MLP can provide a non-linear relationship between inputs and outputs. Therefore, the MLP networks are the most 
suitable for function approximation. The additional advantage is the ability to learn and generalize with its built-in 
capability to adapt the synaptic weights to decrease the error. Moreover, this network shows great robustness and error 
tolerance due to its built-in redundancy; even if there are a few faults in its hidden components, the network's overall 
performance will not be affected.

 Unlike Multiple Linear Regression (MLR) which also predicts relationship among variables, MLP does not tend to 
reinforce the algorithm for predicted values to lie close to the mean values and hence, it maintains the variable and 
non- linear nature of the data [14-16].

DATA FOR ANN DEVELOPMENT

From this section onwards describes the ANN approach and application in determining three important parameters 
in hydrocarbon exploration: porosity, water saturation and potential pay zones. A set of logging data of four different 
wells drilled in Upper Cretaceous shaly sand formation in Western desert, Egypt was available. However, only two 
sections of two wells from these four had core data available. Core data from well TUT-8 was from the depth 8284 
ft to 8373 ft with 90 data points and core data from well TUT-12 was from the depth 8194 ft to 8378 ft with 179 data 
points. Five types of well log data: Gamma-Ray (GR), Laterolog Deep (LLD), density (RHOB), Neutron (NPHI) 
and Photoelectric Factor (PEF), for developing of petrophysical properties by the neural network approach will be 
presented. Porosity and water saturation for TUT-8 & TUT-12 were predicted by the neural network approach. The 
results were plotted against depth in comparison with the core data and conventional method.

The available data was allocated to three sets which were training, validation and testing: 70%, 15% and 15% 
respectively. The training algorithm used in this project was Levenberg-Marquardt as this algorithm is easy to 
understand mathematics-wise and training is time-efficient, especially in data fitting and function approximation 
problems. A variety of network structures were tested by trial and error to select the ones with best accuracy.

HYDROCARBON PAY ZONE ESTIMATION BY ANN APPROACH

Potential hydrocarbon pay zones were estimated using log data by setting cut-off values of shale volume, porosity and 
water saturation. Any section of the well which satisfied the following criteria was considered to be a hydrocarbon 
pay zone.
First, the above three parameters for cut-off consideration were calculated where porosity and water saturation were 
estimated by ANN approach. Comparison of the results from ANN approach with the core data can be observed in the 
following sections in Figures 2 and 3.

Figure 1: A Neuron Model
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NEURAL NETWORK APPROACH

The NN developed for porosity estimation uses six log data input: GR, LLD, RHOB, NPHI, PEF and ∆t. It consists 
of two hidden layers with one output layer. The two hidden layers consist of 25 and 12 neurons each, applying tan-
sigmoid function where the output applies log-sigmoid function. The NN achieved Mean Squared Error (MSE) of 
0.001412 with training data and 0.00154 with validation data. The ANN predicted porosity showed a good match with 
the core data as seen in Figure 4.

The NN developed for estimation of water saturation also consists of two hidden layers with 16 and 5 neurons each 
and uses 5 data inputs: GR, LLD, RHOB, NPHI, and PEF. The NN achieved MSE of 0.0109 with training data and 
0.012 with validation data. The match of ANN water saturation with the core data can be seen below in Figure 2.

Finally, the ANN predicted results were used to determine potential pay zones using cut off values of shale volume, 
porosity and water saturation and the result can be seen in Figure 4, showing threshhold value of 0.70 (70%). The total 
payzone was shown to be about 9% which is 28 fth of the 320.5 ft section of the well TUT-8.

Figure 2: ANN-Predicted Water Saturation, Core vs depth

Figure 3: Shale Volume, Porosity, Water Saturation and Pay Zones
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Figure 4: ANN Predicted Porosity, Core Porosity vs depth

CONCLUSION

In summary, two ANN were successfully developed, one for porosity estimation and one for water saturation estimation. 
Based on the results, both ANN showed a good match with core data and acceptable mean squared error when 
validated. The potential hydrocarbon pay zones were accurately predicted using ANN estimated values of porosity and 
water saturation cut-offs. This study aimed to be a part in building accurate and effective modern formation evaluation 
techniques using ANN. More studies with different networks on different field data is recommended for additional 
evidences of the successful of ANN application in petro physical evaluation.
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