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convolutional neural networks (CNNs) even on non-medical 
image could improve identification of different types of 
pathologies in chest x-ray images [12]; CNNs is also used to 
learn hierarchical representations of images for segmentation 
of tibial cartilage in low field knee MRI scans [13]; a unified deep 
learning framework is developed for feature representation 
and automatic prostate MR segmentation [14]. Those studies 
show that researchers have attempted to apply deep learning 
models to clinical radiology research to assist physicians.

However, many studies still just investigate how to use the 
existing deep learning models for their clinical research 
purpose. Though this is very common in applied science, 
leveraging the medical domain knowledge and incorporating 
that knowledge into model design are still in need of 
investigation.

Another issue related to the deep learning application in 
image analysis is that it is with difficulty to interpret the results 
for physicians. Many studies have tried to interpret the deeper 
learning results by developing a mimic model. The drawback 
is that many risk factors that are important for physicians are 
replaced with hyper-factors that have high correlations. For 
examples, in the study of predicting bone fracture for the 
elderly, age and sex are important risk factors. But if one trains 
a deep learning model, age and sex might be underweighted 
and cardiovascular factors might be overweighed in the final 
feature representations as the latter is highly correlated with 
the former and becomes main contribution in the final feature 
representations.

Deep learning has become a popular machine learning 
technology since the first fast learning algorithm for training a 
deep belief neural net in 2006 [1]. There are over 2,800 deep 
learning publications indexed by Scopus only in the year of 
2015. The origin definition of deep learning usually means the 
multi-layer artificial neural nets. Now-a-days, the definition 
has been generalized that any combination of computation 
models that “are composed of multiple processing layers 
to learn representations of data with multiple levels of 
abstraction” is called a deep learning model [2]. Deep 
learning has been successfully applied to many fields, such as 
image recognition [3], speech recognition [4], and machine 
translation [5], and embedded into industrial systems, like 
AlphaGo developed by Google DeepMind. The success of 
deep learning has brought new insights into the medical 
domain where there are large quantities of data available. 
For example, there are a large number of genes across the 
whole human genome and whole-genome gene expression 
profiling is still very expensive in typical academic labs to by 
considering a large number of conditions, such as genetic 
perturbations [6]. Taking advantage of the availability of “big 
data” in bioinformatics, deep learning has been widely utilized 
in gene expression regulation [7], protein structure prediction 
[8], drug discovery [9] and so forth.

Different from bioinformatics that applies informatics 
methods in biology and genetics, biomedical informatics 
is “the inter-disciplinary field that studies and pursues the 
effective uses of biomedical data, information, and knowledge 
for scientific inquiry, problem solving, and decision making, 
driven by efforts to improve human health” [10]. Electronic 
Health Records (EHR) is a typical kind of biomedical data 
that maintain information about an individual’s health status 
and health care. Applications of deep learning to biomedical 
informatics research mainly focus on how to leverage EHR 
data for clinical decision support.

Medical images are one of the important resources stored in 
EHR. Following the traditional routine, researchers train deep 
learning models for feature representations and apply the 
pre-trained features to high-level tasks, such as classification, 
detection, and segmentation. Here are a few examples: for 
classification of tumor architecture, learning the features 
of histopathology tumor images with a deep neural net 
could improve the classification accuracy [11]; use of con 
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Free-textual data are another important resource in EHR, 
including clinical notes, pathology notes, radiology reports, 
discharge summaries, etc. Those data contains massive 
valuable information provided by medical professionals. The 
problem is those data are not standardized, which makes it 
difficult for computers to process. Natural language processing 
(NLP) techniques are recently widely used in extracting 
information from clinical free-texts. There are lots of studies 
that apply deep learning to common NLP tasks, for example, 
using word embedding’s for named entity recognition [15], or 
using long short term memory networks relation extraction 
[16]. These deep learning methods proposed for common NLP 
tasks could be effortless to be transferred to applications on 
clinical text. However, the reality is that there are only few 
studies consider using deep learning for clinical NLP tasks and 
these studies are mostly tested on shared-task corpus, such as 
i2b2 corpus [17] and SemEval corpus [18].

There are many potential future directions for applying 
deep learning to biomedical informatics. How to utilize both 
medial images and clinical diagnosis reports for designing 
deep learning models would be very interesting to physicians 
and health care providers. Due to the protected health 
information (PHI) provided by the Health Insurance Portability 
and Accountability Act (HIPAA), making clinical data public 
or shareable is a big obstacle for developing deep learning 
models. Due to the lack of public available clinical data, it 
obstructs researchers in computer science to tackle real clinical 
problems. Nevertheless, deep learning could learn feature 
representations and work embedding’s and represents PHI in 
encoded vectors, which would facilitate researchers to share 
the clinical data. In addition, through collaborations with 
hospitals and health care agencies, researchers will find more 
opportunities to apply these techniques.
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