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ABSTRACT

The swarm robotic concept has become a topic ehskte research in hazardous environments
where a fault tolerant, robust and energffi@ent approach is needed. In this paper we present
behavior based algorithm for target navigation aswlarm distribution over hazardous targets.
This work is inspired by ant colony models. Ourlgedo derive a heuristic algorithm for target
localization and decentralized swarm distributidrarget localization is based on ant colony
behavior combined with random walk

Keywords. hazardous environment, behavior based, targelizatan, random walk.

INTRODUCTION

Ant Colony Optimization (ACO) is a paradigm for dgsng metaheuristic algorithms for
combinatorial optimization problemsThe essential trait of ACO algorithms is the conalion

of informationabout the structure of a promising solution witformation about the structure of
previously obtained good solutian§he metaheuristic part permits the low-level hdiariso
obtain solutions better than those it could haveeaed alone, even if iteratedJsually, the
controlling mechanism is achieved either by comsitng or by randomizing the set of local
neighbor solutions to consider in local search by combining elements taken by different
solutions.

A typical ant colony system can consist of many ponents and subsystems, such as for ants,
creating path, search path according to pheromahge\(e.g. neighbor), search for beacons,
updating pheromone value

Motivation

Emerging technologies in micro machining hold thenpise of creating extremely small robots.
Although limited in size and power, such robots amork together in large numbers to
conceivably accomplish a wide range of significasks including surveillance, reconnaissance,
hazard detection, path finding and payload convegan

So we have to build a system where coordination iatetaction with very large numbers of
robots involves issues not encountered when dealitiy one or a few robots. Coordination
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schemes that require unique identities for eachotrolexplicit routing of point-to-point
communication between robots, or centralized remtasions of the state of an entire swarm can
be overwhelmed when dealing with extremely largenbers. To assure that our multi-robot
system is both scalable to large robot swarms aledaint to individual robot failures, we focus
on techniques that effectively limit each robotiseractions to its own local neighborhood. The
previous systems e.g. land mark localization, whieleds land marks for mapping in general.
Similar like landmark localization, Ar€olony Optimization Systely which the same level of
work can be achieved. We are inspired by techniqguesd by ants and termites for
communication and coordination.

Then we are concentrating to develop the systemgusiulti-agent swarm based concept.
Because multi-agent systems have been contribtinnbe development of the theory and the
practice of high-speed, mission-critical, decemesl information systems where mutual
interdependencies, dynamic environments, unceytaartd sophisticated control play a major
role.

Background

Swarm Intelligence-based Applications are as corpleteractive virtual environments
generations in movie industries, cargo arrangenremirline companies, route scheduling in
delivery companies, routing packets in telecommation networks, power grid optimization
control, data clustering, data routing in Sensotwdek, Unnamed vehicles controlling in the
U.S. military’s, planetary mapping and micro-satelcontrolling in NASA.

Swarm Robotics Surveillance systems. Surveillance systems are often needed in areas too
hostile or dangerous for a direct human presencee @ajor problem is the control and
coordination of multiple cooperating robots. We édaoked to the distributed control strategies
found in nature in the form of social insects asrapiration for new control schemes for the
coordination and control of large-scale distributethotic systems. The research goal is to
manipulate the interactions of multiple small, loast robots, with a limited range of local
communication ability, to collaboratively searchdaengage tasks in an unknown large-scale
hostile area.

Related Work

Swarm navigation algorithm using olfactory-basedesghg for terrain surveying by spatial
concentration of odor fields is presented and thktyato estimate the location of odor source in
continuous odor fields from sparse data taken wiginoup of mobile sensing robots is addressed.
Using a cooperative approach for positioning systdns method addresses the problem of
localization of the robots [1].

Goss and co-workers proposed a model for explaittiegforaging behavior of ants was the
main source of inspiration for the developmentmf@lony optimization. In ACO, a number of
artificial ants build solutions to an optimizatipnoblem at hand and exchange information on
the quality of these solutions via a communicasoheme that is reminiscent of the one adopted
by real ants. In ACO, a number of artificial antslth solutions to an optimization problem and
exchange information on their quality via a comneation scheme that is reminiscent of the one
adopted by real ants [2].

A novel face recognition system was built to detiates in images and video tracks faces,
recognizes faces from galleries of known peopleagigsenetic and Ant colony Optimization
algorithm is proposed. This system is caped witbdlsteps. Initially pre-processing methods are
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applied on the input image. Consequently face featare extracted from the processed in
by ANT Colony Optimization (ACO) and finally recoigjon is done by Genetic Algorithm (G/
The proposed method is tested on a number ofrtegjas [2.

An algorithm for discrete optimization which took inspirationofn the observation of a
colonies foragingoehavior, and introduces the ant colony optimiza{dCO) met-heuristic.
The basic biological findings on real ants are v\aved, and theirrtificial counterparts as we
as the ACO metheuristic are defined, a a number of applications combinatorial
optimization andouting in communications networks are descr [4].

Hybrid algorithm is proposed to solve combinatoaptimizationproblem by using Ant Colon
and Geneticprogramming algorithms. Evolutionary process of Abblony Optimizatior
algorithm adapts genetic operati to enhance ant movement towards solution [5].

A new generapurpose heuristic algorithm which can ksed to solve different combinator
optimization problems. The new heuristic has thie¥ang desirable characteristics: verse- in
that it can be applied to similar versions of taene problem, robust, as it can be applied
only minimal changedo other combinatorial optimization problems such the quadrati
assignment problem (QAP) and the -shop scheduling problem (JSP), population bi
approach ag allows the exploitation of positive feedbackaasearch mechanis [6].

MATERIALSAND METHODS

To construct a swarm based m-agent robot which is fault tolerant, robust andrgpefficient
which is able to localize the target in a hazardeaaronment, and can decentralize the sw
distribution. The swarm based localization involage colony and honey bee behavior mod
This technique uses Heuristic algorithm for tardetalization and decentralized swa
distribution. Target localization is based on aolibny behavior combined with random we
Collective decision making and dibution of a swarm are based on honey bee behéThe
goal of the Robot is to reliably address all of fabedamental challenges: Accurate positior
and map-building, longange, adaptive communication, reactive obstactedance and pat
planning, highspeed waypoint navigation without GPS, -status awareness and he:
monitoring, cognitive problem solving to accomplistigh-level tasking, human presen
detection and tracking, plugac-play adaptability to different sensor su

Architecture
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Figure 1. Architecturediagram for ant colony algorithm
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Functional Specification

A

group of simple robots that can only communickteally and operate in a biologically

inspiredmanner

>
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(0]

Metaheuristic: A metaheuristic refers to a master strategy thadeguand modifies other
heuristics to produce solutions beyond those tratharmally generated in a quest for local
optimality.

Artificial Ants: A set of software agents are stochastic, basecherpheromone model.

Pheromones are used by real ants to mark pathts féllow these paths (i.e., trail-following

behaviors). They incrementally build solutions bypwimg on a graph. Constraints of the
problem are built into the heuristics of the ants.

Update Pheromones: It is a process for modifying the pheromone trdilsnay be modified
by increase (Ants deposit pheromones on the noaleghé edges)), decrease (Ants don't
replace the pheromones and they evaporate).

Increasing the pheromones increases the probabilityaths being used (i.e., building the
solution).
Decreasing the pheromones decreases the probalbititg paths being used (i.e., forgetting)

Daemon Actions:
It is used to implement larger actions that reqmiege than one ant
E.g.: Perform a local search, Collection of glab&rmation

Client Server Diagram
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Figure 2: The server/client control structure of Player when used on arobot
(Player/Stage manual)
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Figure 3: The server/client control structure when used asa simulator
(Player/Stage manual)
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As illustrated in the Figure 2 and Figure 3, follow steps:

Interfaces, Drivers and Devices

Drivers are pieces of code that talk directly todwaare. The drivers are specific to a piece of
hardware so, say, a laser driver will be diffetena camera driver, and also different to a driver
for a different brand of laser. This is the saméhasway that drivers for graphics cards differ for

each make and model of card. Drivers produce aad nmeformation which conforms to an

“interface".

Interfaces are a set way for a driver to send aedive information from Player. Like drivers,
interfaces are also built in to Player. They spettie syntax and semantics of how drivers and

Player interact.

A device is a driver that is bound to an interfaoethat Player can talk to it directly. This means
that if you are working on a real robot that youn g¢ateract with a real device (laser, gripper,

camera etc) on the real robot, in a simulated rgbotcan interact with their simulations.

I mplementation
The important parts of the ant colony asghbor checking and pheromone updating.

Algorithm

Input: No of robot and no of iteration to find the path.
Output: Find the path for the robot using highest pheroenaadue.

Methods

Step 1: Read the number of iteration, for check how maath fhave to calculate at the time of

set path

Step 2: Read the number of robot to find the path accaglglithe highest pheromone value
Step 3: Initialization of the Matrix

a.
b.
c.
d.

Fix the start position (1,1) value as 0

Fix all the boundary value as B

Fix the value of the position of robots as X,Y ahd
Fix rest of the position value as zero (0)

Step 4: Choosethe Path for the First Robot (X)
a. Start from initial position (1,1)

b.

C.

0o

g.

Check all the value of the neighbors of that posiis X or not,
if X then stop
Check all value of the neighbor is 0 or not
if 0 then select randomly anyone and set the mosfoir next calculation
else fail
Continue step b and ¢ up to destination value X
Count the number of move to reach the destinatnohstore it
Select the path which has shortest move as thegath for the first robot (X)
Increment the value of all the selected positiothenpath for the first robot (X)

Step 5: Choosethe Path for the Second Robot (YY)
a) Start from initial position (1,1)
b) Check all the value of the neighbors of that posiis Y or not,

if X then stop

c) Check all value of the neighbor is 0 or not
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if 0 then select randomly anyone and set the osfor next calculation else fail
d) Continue step b and c up to destination value Y
e) Count the number of move to reach the destinatnahstore it
f) Select the path which has shortest move as thiedath for the first robot ()
g) Increment the value of all the selected positiothenpath for the first robot (Y)
Step 6: Choosethe Path for the Third Robot (2)
a) Start from initial position (1,1)
b) Check all the value of the neighbors of that posiis Z or not,
if Z then stop
c) Check all value of the neighbor is 0 or not
if 0 then select randomly anyone and set the mosfor next calculation
else fail
d) Continue step b and c up to destination value Z
e) Count the number of move to reach the destinatmhssore it
f) Select the path which has shortest move as thiedath for the first robot (Z)
g) Increment the value of all the selected positiothapath for the first robot (2)
Step 7: Finally the path has been set for X, Y and Z
Step 8: Check the Path of the Next Robot with the Highest Pheromone Value
a. Check all the neighbor of the initial position (1,1
if the neighbor is not X, Y, Z, 0 & B then stoteetparticular location & value of
the position
b. Select the highest value neighbor for next move
c. Increment the value of that position by one (1)cahhis in the selected path for
the robot
d. Repeat steps a, b and ¢ up to reach the destinatbetween X, Y and Z

RESULTSAND DISCUSSION
The above algorithm will be built in the simulatdhe simulation results can be seen in Figure 4

After the code build, it will be compiled and theme .world file will be created which is
comprised of all proxies. That world file will barr to show the following result.

4" Applications  Places  System AUE)ER § [ SatApr30, 401AM - lalit ¢

Stage: /home/lalit/Desktop/Stage-3.2.2-Source/worlds/siva.world
File View Rup_ Help

0m 04s 200msec[1.0]
& [ Iplayerstage-tutorial-...

Figure 4: M ovements of robots (per spective view)
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CONCLUSION

In this paper we introduced the (ACO) Ant Colonyti@ypzation which has been and continues
to be a fruitful paradigm for designing effectiventbinatorial optimization solution algorithms.

ACO one of the most successful paradigm in the Ineetastic area. This overview tries to

propose both introductory elements and pointersettent results, obtained in the different
directions pursued by current research on ACO. NKesults will both improve those outlined

here and widen the area of applicability of the AQaDadigm.
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