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ABSTRACT

Most of the organizations publish micro data for a variety of purposes including demographic
and public health research. To protect the anonymity of the entities, data holders often remove
or encrypt explicit identifiers. But, released information often contains quas identifiers, which
leak valuable information. Samarati and Sweeney introduced the concept of k-anonymity to
handle this problem and several algorithms have been introduced by different authors in recent
times. Lin et al put forth a new clustering-based method known as OKA for k-anonymization.
But, k-anonymity can create groups that leak information due to homogeneity attack. This
problem is tackled by the notion of |- diversity introduced by Machanavajjhala et al. Recently,
the OKA algorithm is improved by Tripathy et al by making some modifications in the
adjustment stage and introducing distinct I-diversity into it. But, in most of the modern databases
impreciseness has become a common characteristic, which is not handled by any of the above
algorithms. The primary purpose of this paper is to use MMeR, an algorithm introduced by
Tripathy et al, in developing a suitable anonymisation algorithm which is applicable to any
database having precise or imprecise heterogeneous data and satisfies both k-anonymity as well
as |-diversity properties.
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INTRODUCTION

Most of the organizations publish micro data (data published in its raw, non-aggregated
form) for a variety of purposes including demogiam@nd public health research. To protect the
anonymity of the entities, called respondents, daillers often remove or encrypt explicit
identifiers such as names, addresses, and phongensinbe-identifying data, however, provides
no guarantee of anonymity. Released informatioaroftontains other data, such as race, birth
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date, sex and ZIP code, which can be linked toiplybdvailable information to re identify the
data respondents, thus leaking information that m@tsintended for disclosure. Such types of
attributes are called quasi identifiers. The laaggount of information easily accessible today,
together with the increased computational poweilava to the attackers, makes linking
attacks a serious problem (Samarati et al [10]p aVoid such attacks while preserving the
integrity of the released data, Samarati and SweHrig proposed the concept of k-anonymity.
In later years it was further expanded by Sweet8y o the context of table releases. A k-ano-
nymized dataset has the property that each resonddistinguishable from at least k-1 other
records within the dataset. The larger the valu& tfe greater the implied privacy, since no
individual can be identified with probability highthan 1/k through the linking attacks alone.
While k-anonymity protects against identity disclosurejaes not provide sufficient protection
against attribute. In order to obtain k-anonymégyeral algorithms have been implemented in
recent times [Agrawal and Bayardo [1], Byun et2d) Chiu and Tsai [3], Lin et al [6], Loukides
and Shao [7], Machanavajjhala et al [8],Samaradi §10],Sweeny [13].

There are different attacks on k-anonymity which campromise on the k-anonymity dataset.
Background knowledge and homogeneity attacks a&réwh attacks where a k anonymous table
may disclose the sensitive information. Thus k-gmaity can create groups that leak
information due to lack of diversity in the sensgtiattribute which leads to homogeneity attack.
So, k-anonymity does not protect against attaclksedbaon prior knowledge of the adversary
which results in background knowledge attack. En@mused the importance of a greater privacy
preserving notion and thus |- diversity (Machangadg [8]) was proposed. In fact |-diversity
provides privacy even when the data publisher dumsknow what kind of knowledge the
adversary possesses. The main idea bdhadngersity is the requirement that the values & th
sensitive attributes are well represented in eachyy

In Lin et al [6], a new clustering-based methodwnas OKA (One pass k- means algorithm) is
proposed for k-anonymization. This method has @ tammplexity of O( fik ), where n is the
number of records. This algorithm has advantages @ome of the preceding algorithms
proposed by Byun et al [2], Loukides and Shao [®] €hiu and Tsai [3]. The OKA algorithm
has two phases. It first clusters the data tuptesthen in the adjustment stage makes up the
sizes of the clusters to have a minimum of k eldseach.

Recently, this algorithm has been improved by Thpat al [17] by making some modifications
and introducing distinct |-diversity into it. Hower none of the above algorithms take care of
impreciseness in data. But, in most of the modeatalthses impreciseness has become a
common characteristic. The basic purpose of thigep# to develop suitable algorithms such
that any database having precise or imprecisedggaeous data can be anonymized before its
publication while managing both k-anonymity as vesll-diversity property.

MATERIALSAND METHODS

The concept of Rough set introduced by Pawlak 8k been a wonderful model to capture
impreciseness in data. Using the rough set coneepery efficient clustering algorithm called
MMeR (Min Mean Roughness), was introduced by Thgaind Prakash Kumar [15, 16] which
takes care of heterogeneous data that is both muraed categorical data can be handled
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simultaneously. It has been established that thstering algorithm is the most efficient among
all the clustering algorithms developed so far.

So, we tried to use this clustering algorithm iagtef the clustering stage algorithm of OKA. It
improves the performance of the OKA algorithm arsbaimpreciseness in data could be
handled. Also, this approach transforms the allgoriinto the best among all the k-means
algorithms.

At least three directions of improvement have beentioned by Lin et al [6]. Out of these, one
proposal is to improve the adjustment stage. We laahieved this through the following steps:

I. Inthe OKA algorithm, excess records from the @usthaving more than k records are taken
out, basing upon their distance from the centroid are collected. These records are added
to the clusters having less than k records to mgkéheir size to k. If any additional record
still remains unassigned then these are addedeio miearest clusters. This adds to the
complexity of the algorithm. However, it is cle&iat these records are closer to their parent
clusters. So, we kept the cluster identity alonthvavery record taken out and return the
excess records to their parent clusters. This ahangkes the adjustment stage more
efficient.

II. We tried to handle the small cluster problem inftiwing manner. In fact, we propose for
merging of the records in clusters of size less th2 to the clusters of size lying between
k/2 and k. While doing this we find the nearesstdn among those are suitable. This is done
before step | above so that the number of recantsters and distance comparisons become
less. The modification has two advantages. Firetdan’t have to transfer too many records
to make up the size of the small clusters. Nex, dizes of the clusters having cardinality
lying between k/2 and k have been improved sottirmnhumber of transfers of records from
clusters having size greater than k is very mudaced.

Finally, we find that the distinct |-diversity algthm proposed in Tripathy et al [17] has some
problems in it. The clusters having diversity ldhan ‘I' are taken one at a time and are
compared with those having diversity at leastlf'some records are found in the later clusters,
which have sensitive attribute values which are thetre in the first cluster then two such
clusters are swapped. This process may lead tllbe/ing problems:

I. If the number of such records is only one in theosd cluster then the swapping may reduce
its diversity.

Il. Also, the swapping cannot be carried out with amyée of the first cluster. If we change a
record with count of sensitive attribute value ‘oteen the diversity of the first cluster shall
not increase.

So, we modified the third phase algorithm in Trpatt al [17], in order to rectify these two
drawbacks. To achieve this, we go ahead with thappmg only when the multiplicity is a
minimum of two for both the records. Also, we fititht some of the clusters which do not have
the required I|-diversity at the end of the swappahgecords between the set of clusters which
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satisfy I-diversity and those which do not can logusted among themselves to achieve the
required diversity. So, we go for one pass for sagjustments. In case, this is also not sufficient
we go for merging of these clusters with the nearester satisfying I-diversity.

DEFINITIONSAND NOTATIONS

The notion of rough sets as a model to captureaoipeness in data was introduced by Pawlak
[9]. Since its inception many fruitful applicatiomave been found in various fields. The basic
assumption in rough set theory is that human kndgdedepends upon their capability to classify
objects. As classification of universes and egeineé relations are interchangeable notions, for
mathematical reasons equivalence relations are tsedefine rough sets. A rough set is
represented by a pair of crisp sets, called thetapproximation, which comprises of elements
belonging to it and upper approximation, which cosgs of elements possibly in the set with
respect to the available information.

3.1 Basic Rough Sets

Let U be a universe of discourse and A be a satttobutes. With every attributaJ A we
associate a set,\0f its values, called the domain of a. Any sulBeif A determines a binary
relation I1(B) on U, which will be called an indisogility relation and is defined as follows:

x 1(B) y if and only if a(x) = a(y) for everalJ A, where a(x) denotes the value of attribute a for
element x.

It is clear that I(B) is an equivalence relatiomeTfamily of all equivalence classes of 1(B), that
is partition determined by B, will be denoted by(B), or simply U/B; an equivalence class of
I(B), that is block of the partition U/B, contaimgirx will be denoted by B(x).

If (X, y) belongs to I(B) we will say that x andaye B-indiscernible. Equivalence classes of the
relation 1(B) ( or blocks of the partition U/B )areferred to as B-elementary sets. In the rough
set approach the elementary sets are the basdinmblocks (concepts) of our knowledge about
reality. The indiscernibility relation will be userxt to define approximations, basic concepts of
rough set theory.

Definition 1
The approximations can be defined as follows:

X ={x0U: B(x O X},

Xg ={xOU: BY NX %@,
assigning to every subset X of the universe U tets X, and X_B called theB-lower and theB-
upper approximation of X, respectively. The setBN;(X) :X_B— Xy Is referred to as thB-
boundary region of X.
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Definition 2
If the boundary region of X is the empty set, isaBN; (X )= ¢, then the set X isrisp (exact)
with respect to B; in the opposite case, that isSBN, X (#Jp, the set X is to asough (inexact)

with respect to B.
We denote the equivalence class of xi in the mfati (B) by[x], g, which is also known as

elementary set in B.

Definition 3

The ratio of the cardinality of the lower approxima and the cardinality of the upper
approximation is defined as tlaecuracy of approximation, which is a measure of roughness. It
is presented as

Ry(%) =1 (Xs /%)

Definition 4
Given a A, X is a subset of objects having one specific vamef attribute a, ,

Xaj (@, =a) and Xq, (a, =0) refer to thelower and upper approximation with respect to &},

then F\’aj (X) is defined as theoughness of X with respect to { a,}, that is

Xai (ai = (1)

R, X/a; =0) =1- where a ,all Aand& ¢

I

Xai (a,=a)

Themean roughness on attribute a with respect to{ a,} is defined as
R, (X[a; =0 +..R, ({a =a,,)

V(@)
wherea ,al] Aand& ;a.

Rough, (8 )=

Definition 5
Given n attributes, MR, min-roughness of attribatég [ A) refers to the minimum of the mean
roughness, that is,

MR(a ) = Min(Rough (@ ),..... Rougp (@).. wherea ,ald Aja# a,& asl Ej

And we define
MMR = Min(MR(a,),......MR(@ ),....)wherea, O A,i goes from 1 to cardinality(A).

Definition 6
Given n attributes, and each attributg [( A) can generate equivalence classes like objects
obtained from a= a. Mean roughness for an equivalence class (MsRjefined as the
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summation of roughness values of each equivalelass ©f certain attribute with respect to
other attributes

n

MeR(g =a)=]_ R (Xia =a))/(n-]

=1

And MMeR is defined as
MMeR = Min(MeR(g =a,),......... MeR(a = )),

i=1, 2...n; k is the number of equivalence classes in the doofaan

3.2 Information loss
The notion of information loss is used to quantifg amount of information that is lost due to k-
anonymisation. We follow the notions used in Bytialg?2] for this section.

Let T denote a set of records, which is describethimumeric quasi-identifierl,, N,,..N,. and

q categorical quasi-identifie;,C,,..C,. Let P ={P, P,..P}be a partition of T. Each
categorical attributeC; is associated with a taxonomy tige that is used to generalize the
values of this attribute.

Consider a seP UT of records. LetNDi(P), NDi (P)and Wi(P) denote the maximum, minimum
and average values of the records in P with redpeitte numeric attribut, . Also, let C (P)
denote the set of values of records in P with retsipethe categorical attributg , and letT,. (P)
denote the maximal sub tree Qf rooted at the lowest common ancestor of the vattie§, (P)

. Then, the diversity of P, denoted by D(P), isrkd as,

D)= 3 (N,(P)~N,(P)/(N,(M-N,T)+ 3 H(T (P)/H(T,)
i0qL,..m] i0L,..q]

Where H(T) represents the height of the tree T.

Let r and r* be two records, then the distanceMeein r’ and r* is defined as the diversity of the
set {r, rt}.

The centroid of P is a record whose value of atteb is at minimum distance from all other
attribute values in P. To anonymise the record® imeans to generalize these records to the

same values with respect to each quasi- identifibe amount of information loss occurred by
such a process, denoted as L(P), is defined as

L(P) =|P|xD(P), where|P| represents the number of records in P.
THE ALGORITHMS

In this section we shall describe the algorithmedu® achieve I-diversity in this paper.
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4.1. The Clustering Algorithm (MMeR)

We are using the unaltered algorithm MMeR for @usig of heterogeneous data as in Tripathy
and Prakash Kumar [15, 16]. The algorithm is a®fed:

Procedure MMeR (U, k)
Begin
Set current number of cluster CNC = 1
Set ParentNode = U
Loop1l:
If CNC < k and CNG- 1 then
ParentNode = ProcParentNode (CNC)
End if
/I Clustering the ParentNode
For eacha, A (i = 1 to n, where n is the number of attribute#\)

DetermingX ], ,(m =1 to number of objects)

For eacha; LJA(j = 1 to n, where n is the number of attributes\, j# i)
CaIcuIateRoughlj (@
Next
Mean-Roughnessy() = Mean (Rough; (&)
Next
Set Min—Mean-Roughness =Min (Mean-Roughnes¥){(i=1,...,n
Determine splitting attribute, corresponding to the Min—Mean-Roughness
Do binary split on the splitting attribute
CNC = the number of leaf nodes

Go to Loop1l:
End
ProcParentNode (CNC)
Begin
Seti=1
Do until i < CNC
If Avg-distance of cluster i is calculated
Goto label
else
n = Count (Set of Elements in Cluster i).
n-1 n
Avg-distance (i):?*(z Z (Hamming distance between objectsrd g, ))/(n*(n-1))
=1 k=j+1
label :
increment i
Loop
Determine Max (Avg-distance(i))
Return (Set of Elements in cluster i) correspondmiylax (Avg-distance (i))
End
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4.2. The Adjustment algorithm

The adjustment stage algorithm proposed by Lin g]dor the second stage takes the outputs
of the first stage and applies a procedure, usingiwthe clusters having less than k elements
are compensated with elements taken from thoseectusvhich have more than k elements.
However, after adding suitable number of elemeatméke the number of elements in all the
clusters more than k, the rest of the elementsyfare again distributed among all the clusters
such that they are placed in the clusters to wthiely are closet. But, it obviously increases the
complexity in terms of processing time. It is cldeom the first stage that the elements are
clearly closest to the clusters from which they éndoeen chosen. So the algorithm can be
modified to take care of the return of the excdsments if any to their parent clusters. We
present the slightly modified algorithm as follows:

Input : a partitionind® = {P;......... Pc}of T
Output: an adjusted partitionif)= {P;...... Pc}of T
1. LetS: =0

2. For each clusterfPP with |P | < k/2 do

3. Do S=SUP;

4. While (S# ¢) do

5. Randomly select a record r from S;

6. If P contains cluster; Rith k/2<|R|<kdo
7. Add r to the closest such cluster;

8. Else add r to the closest clustePin

9. End of While

10. Let R: = @

11. For each clusterPP with |P | > k do

12. Sort records in P by distance to centroid of P;
13. While (P | > k) do

14. rO P is the record farthest from centroid of P ;
15. Let P: = P\ {r}; R: ]RU{r} and c = Index(P);
16. End of While

17. End of For

18. While (R# @) do

19. Randomly select a record r from R;

20. Let R: =R\ {r}

21. If P contains cluster;Buch thatP| <k then

22. Add r to its closest cluster P satisfyfiRpg<k ;

23. Else

24. Add r to its clusterP
25. End if

26. End While

After the completion of adjustment stage, the folltg algorithm is to be used to achielte
diversity in the clusters:
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4.3. Algorithm for I-diversity
Input : Clusters formed after adjustment stage (m in nujnbe
Output: Clusters satisfying I-diversity

1. Let P be the matrix of frequencies of attributeuesl whose columns correspond to the
clusters and rows correspond to the differentlaite values in the domain of the sensitive
attribute. The last row contains the diversity eal\q) for the clusters (equal to the number
of non-zero values in the corresponding columngk &htries in P other than those in the last
row contain frequencies of attribute values in¢hesters.

2. Order the columns in P according to the ascendidgraf the diversity values.

3. Letg=max{:d <I}.

4. For each clusteri@vith 1<i < g,compare with cluster;C = g+1... m.

5. F = {the sensitive attribute values which are jrb@ not in Gand have frequency greater
than 1}. Findm =min{(l —d,), |F} of them which are closest to the tuples jn C

6. Interchange mtuples betweenGThose tuples with sensitive values > 1) and.C

7. Increment the diversity of @y m.

8. Continue the process till the diversity of alli€'I' or no cluster is left ifC,, g+1< j<n}

for comparison.
9. LetlL ={D1, D2,...Dr}, where each Di has diversigds than ‘I’
10. For j= 1tor, compare with cluster Cp, p =j+1... 1.
11. G = {the sensitive attribute values which are jb@t not in Gand have frequency greater

than 1}. Findm, =min{(l —d,), |G} of them which are closest to the tuples jn C

12. Interchange fprtuples between JAThose tuples with sensitive values > 1) and.C
13. Increment the diversity of;®y m.

14. If diversity of C #| for somel<i < g then merge it with some cluster with diversity

and closest to C
IMPLICATIONS
The effect and efficiency of these algorithms im@ymisation can be seen from the following
example. A complete implementation was done for ttimee algorithms using JAVA. We
illustrate below through an example toy databasé@g the algorithms run and the results
obtained step wise.

5.1. An Example

The following example illustrates the four diffetestages of the functioning of the algorithm,
where Table 1 is the original data table and T@pl&@able 3 and Table 4 are the results after
each of the three algorithms being executed. Taldehe final table for publication and satisfies
3-annonymity as well as 3-diversity.
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Here, we use the following taxonomy trees for ttietaites

Education

Any

Secoqdary University

Work Hrs
Any
(1-99)

‘ ‘ ‘ Sex

] ‘ - An
JuniorSec.  Senior Sec. Bachelors Grad School [1'\45) ,ﬂ‘i y
] 1 ]

9%h  10th 1th  12th Masters Doctorate (1-30) (31-45) =10 {71-%) Male Female
Table 1: Base Table

Education | Sex Work Hours | Disease

gn Male | 30 Cholera
gn Male | 32 Bronchitis
qn Male | 33 Flu

10" Female| 35 Flu

o Female| 36 Cholera
11" Male | 37 Bronchitis
117 Male | 37 Flu

12" Male | 38 Cholera
12" Female| 38 Flu
Bachelor. | Female| 39 Bronchitis
Bachelor | Female| 39 Bronchitis
Master: Female| 40 Flu
Master: Male 41 Cholera
Master: Male 42 Flu
Master: Male 44 Cholera
Doctoratt | Female| 44 Cholera
Doctoratt | Female| 44 Bronchitis
Doctoratt | Female| 45 Flu
Doctorate | Female| 45 Cholera

CONCLUSION

In this paper, we have developed a three stageritflgo which prepares a data table
publication and has &nonymity as well as-diversity. This algorithm is based upon so
previous algorithms in this direction due to Linn-Lin and Wei, MengCheng [6], Tripathy et
al [17]. In fact, this algorithm takes care of irapiseness in data tables through the MM
algorithm developed in Tripathy et al [15, 16]. Wave improved the adjustment algorithm .
I-diversity algorithm of Tripathy et al [17]. Hower, as far as dhversity is concerned, we ha
taken care of distinct diversity only, which is not the best of the thfeems of -diversities
introduced by Machanavajjhala et al [18]. So, thedtstage of the algorithm can be improvet
take care bsuch type of diversities. Also, extensions canntee to incorporate-closeness
property to make the algorithm most effective tadgaanonymisatior
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Table 2: After Clustering Stage

Education | Sex Work hours | Diseases

gn Male 33 Flu

gn Male 30 Cholera
gn Male 32 Bronchitis
11" Male | 37 Flu

10" Female| 35 Flu

10" Female| 36 Cholera
12" Female| 30 Flu

1™ Male | 37 Bronchitis
Bachelor Female 39 Bronchit|s
Masters Male 42 Flu

120 Male 38 Cholera
Masters Male 41 Cholera
Masters Male 44 Cholera
Doctorate | Female 45 Flu
Doctorate | Female 44 Bronchit|s
Doctorate | Female 44 Bronchitjs
Doctorate | Femalg¢ 45 Cholera
Masters Femal¢ 40 Flu
Bachelor Female 39 Bronchit|s
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